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FOREWORD 9

This is one of three volumes of the final report prepared by Research '
Triangle Institute, Durham, North Carolina under NASA contract NASw-905,
"Development of Reliability Methodology for Systems Engineering". This work was
administered under the technical direction of the Office of Reliability and
Quality Assurance, NASA Headquarters with Mr. John E. Condon, Director, as
technical contract monitor.

The effort under this contract began in April 1964, to continue for
approximately two years and was performed jointly by personnel from the Institute's
Solid State Laboratory and Statistics Research Division. Dr. R. M. Burger was
technical director with W. S. Thompson serving as project leader. The principal
contributors to this report were A. C. Nelson, C. A. Krohn and W. S. Thompson.

J. R. Batts and C. A. Clayton wrote the computer programs and performed the
appropriate analyses. Dr. R. F. Drenick of Brooklyn Polytechnic Institute served

as consultant on this work.
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PREFACE

The objective of this contract was to develop reliability methodology which
relates to various techniques which can be applied in designing reliable systems
and to extend the methodology by the development and demonstration of new tech-
niques. It was important to have available a system on which to test and demon-
strate the results. A complex static inverter was chosen for this purpose and
served this role well.

The three major areas of effort in the program are defined by the titles of

the final report volumes listed as follows:

Vol. I. Methodology: Analysis Techniques and Procedures

Vol. II. Application: Design Reliability Analysis of a 250 Volt-Ampere
Static Inverter

Vol. III. Theoretical Investigations: An Approach to a Class of Reliability

Problems

The purpose of Vol. I is to describe the mathematical techniques which are
available for performing the reliability analysis of equipment life and perform-
ance. Appropriate technique selection, coupled with proper coordination of efforts
during design, are essential for engineering reliability into equipment. Vol. II
considers the practical application of reliability analysis to circuit design and
demonstrates improvements in the identification and solution of problems using the
techniques described in Vol. I. This employs the static inverter as an example.
Vol. III describes fundamental studies in stochastic processes related to
reliability.

Other technical reports issued under this contract effort are as follows:

1. "On Certain Functionals of Normal Processes,” Technical Report No. 1
September 1964.

b

2. "Functional Description of a 250 Volt-Ampere Static Inverter," Technical
Report No. 2, December 1964.

3. '"The Variance of the Number of Zeros of Stationary Normal Processes,”
Technical Report No. 3, March 1965.

4. '"Problems in Probability," Technical Report No. 4, October 1965.

5. "Reliability Analysis of Timing Channel Circuits in a Static Inverter,"”
Technical Report No. 5, December 1965.

6. "Reliability Analysis of Timing Channel Circuits in a Static Inverter,"

Technical Report No. 6, January 1966.
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ABSTRACT

This volume describes reliability analyses for equipment in the design
stage. The major, essential reliability tasks are failure modes and effects
analyses, performance variation analyses, component stress analyses, and re-
liability prediction. The proper coordinated use of these provides the bases
for evaluating and improving the design to achieve the earliest possible assur-
ance for reliability. Analysis of the ways in which components fail and the
effects of each mode helps to determine the criticality of each component and
assists in focusing appropriate emphasis in other efforts. Comparison of
operating stresses of components to ratings determines whether components are
being properly applied. For performance variation, either an equation for
performance is necessary or else a physical model is used for direct obser-
vation and evaluation. The relative contribution of each component to the
overall variability can be assessed. Probabilistic techniques such as Monte
Carlo simulation and propagation of moments can be used to estimate the
probabilities or distributions of performance. Various end-limit techniques
provide worst-case performance values and parameter sensitivities. Reliability
predictions are based on logic relationships for combining success or failure
event probabilities of system components. Some advanced techniques consider
more than two possible results for each event. The calculation of the prob-
ability of each result is most often based on the negative exponential distri-
bution for the life of a component. Other distributions are now being employed
in simple applications, but the complexity can be overwhelming if applied

generally.
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1.0 Introduction

Good engineering is, and will remain, the key to reliability. But, good
engineering is more than just applying physical relationships--it makes use of
all available knowledge that benefits the effort. As systems have grown more
complex and requirements more stringent, the engineer has had to rely more and
more on assistance from other diciplines. Notably, there is a continuing interest
in applications of more and better statistical techniques to practical engineering
problems. Elementary techniques are adequate for solving many problems; however,
there are also many cases where added sophistication using models and statistical
techniques will provide distinct benefits.

In a previous contract effort (contract NASw-334) a basic study led to
formulation of a theoretical probabilistic model for reliability. This model
established a perspective for including both life and performance and their
interrelationship in analyses for reliability.

The major effort under this contract has been devoted to further development
of analytical tools and to demonstrating their use. Major emphasis has been on
contributions to the design stage effort, the level at which improvements in
analysis techniques are most beneficial. This allows the earliest possible
assurance that requirements are met while the design is still flexible. A
major result of this study has been the coordination and optimization of the
various design stage reliability analysis efforts. These results provide
further evidence that a sound reliability analysis methodology is evolving.

The purpose of Volume I of the final report is to describe the available
analysis techniques for reliability methodology. Attention has been focused on
electrical and electro-mechanical equipment, but many of the techniques are readily
extendible to mechanical equipment. Volume II of this report presents a detailed
design reliability analysis of a static inverter to demonstrate the role of
improved techniques in resolving design problems. The static inverter is being
developed at the George C. Marshall Space Flight Center for future space system
applications and was selected as a representative space equipment for analysis in
this activity.

Section 2.0 of this volume describes the coordination of the design reliability
efforts and reviews the perspective of the designer (the decision-maker) who is
selecting the reliability analysis techniques for evaluating a proposed equipment
design. That section also describes certain basic concepts used in later sections.

Section 3.0 describes and gives examples of performance variability techniques,




including modeling concepts and also describes the outputs and uses of the
techniques. Reliability-life techniques are similarly described in Section 4.0.
Section 5.0 discusses the use of prior information, in particular, Bayesian
decision models. Conclusions are presented in Section 6.0. These compare the
relative merits of the techniques and cite needs for further technique develop-
ment. The references are given in Section 7.0 by sections and by appendices. A

partial bibliography of papers is also included.




2.0 Design Reliability Analysis Concepts

This section serves both an introductory and summary role for the discus-
sion of reliability analysis techniques. A design reliability analysis procedure
is proposed for an equipment or subsystem. This procedure comprises the primary
analysis tasks that a design engineer considers at this stage of the design and
development cycle. The tools or techniques used in implementing these tasks are
only described briefly in this section; detailed procedures are presented in
Sections 3.0 and 4.0.

Reliability is defined as "the probability that the equipment successfully
performs its intended function for a specified duration while operating under
certain environmental stresses." Assuming that performance is acceptable at to,
the start of the period (to,t), reliability R(t) is defined in abbreviated

notation as
R(t) = Prob{"Performs intended function" in (to,t)IEnvironment}. (1)

The environment represents 'the totality of all factors related to the
mission that affect the equipment operation and thus contains all signal inputs,
power inputs, loads, and environmental stresses.'" The event "performs intended
function" is considered to represent the joint event that the equipment is

"alive" and its "performance acceptable" so that

R(t) Prob{"Alive" and "Performance acceptable"l Environment} (2)

Prob{"Performance acceptable|"Alive", Environment}

x Prob{"Alive"|Environment} ,

where the time dependence is excluded for brevity but is still implied. The
dichotomy contained in (2) conforms to the two major areas of performance and
life; however, (2) also reveals the inseparable relationship of the two through
the common environment. Thus any design action intended to increase one of the
two probabilities in (2) should also include consideration for the effect on the
other to assure that the net change is not a decrease in R(t).

The only completely satisfactory wayto estimate reliability is to place
several items on test under the mission conditions and use the ratio of the
number of equipments which performed as intended to the total number used. Such
a procedure is rarely possible, especially in the early design stage, and the
only alternative is to achieve maximum assurance for reliability by performing
appropriate analyses that uncover design weaknesses in the preliminary design and

permit the selection of the best of alternate designs.




2.1 Design Reliability Analysis Perspective

Given a proposed mission and design for an equipment, the designer encounters
certain problems with regard to how the equipment may behave in its environment.
The reliability and performance requirements of the mission and the proposed
design are the basic inputs to the designer, designated as the decision~maker,
for analysis technique selection (see Figure 1). If the equipment is only a
slight modification of equipment for which considerable field experience 1is
available, then the analysis can be greatly simplified. Available resources,
such as the data, manpower, schedules, and computer facilities are important
because these constraints can reduce the number of reliability analysis techniques
to only a few which are appropriate.

As illustrated in Figure 1, there are several general reliability tasks
which typify the various elements of an overall amalysis. Each task allows

treatment, to some extent, of both performance and life. Failure modes and

effects analyses (FMEA) are procedures for considering modes of operation of

equipment components and the effects these modes have on equipment operation.
FMEA are especially useful for identifying problem areas to be considered in

other tasks. Performance variation analyses (PVA) treat continuous-type varia-

tions in performance characteristics using models (either mathematical or physical)
which give the relationships between performance and the component and interface

characteristics that cause the performance to vary. Component stress analyses

consider individually the components of the equipment for a comparison of actual

stresses to rated capabilities. Reliability prediction is concerned with the

probability of successful operation of an equipment using models that relate
success probability to probabilities of discrete events associated with components
and interface characteristics. Implementation of these four tasks require the
use of two basic sets of reliability techniques; performance variability and

reliability-life.

In applying the techniques, typical outputs are as indicated in Figure 1;
1) reliability indices, 2) identification of design weaknesses, and 3) design or
safety margins. These may suggest either a redesign, a more refined analysis
technique, or further analysis using results of past experience with similar
equipment. Present results may be combined with past experience by means of
Bayesian models, reliability growth models, and/or by purely subjective consid-
erations based on engineering experience. This may lead directly to redesign or

further system considerations for possible trade-offs. Maintainability, human
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factors, physical constraints, cost/effectiveness, and optimization considerations
become important considerations in this process resulting in design or mission
modification. The procedures, as illustrated in Figure 1 may be iterated many
times during the design effort until the desired assurance (within the constraints)
is obtained.

Typical objectives of the reliability analysis tasks conforming to the
output information are (1) to identify and remove possible causes of failure and
degradation; (2) to a icn tolerances and balance design (or safety) margins,
and (3) to obtain reliability indices. Primary reliance on any one task or
technique will not fulfill the desired objectives; it is only through the appropriate
coordination of the tasks and proper selection of the techniques that the objectives
will be achieved.

The selection process requires a full understanding of what techniques are
available, how they are applied, what inputs are required and what useful output
they can provide. Later &ections of this report are devoted to more detailed
jdentification and description of available techniques. Special emphasis has been
on performance variability techniques, this being an area which is conventionally
less formalized and in which the need for promoting a better understanding to the
design engineer is recognized. Reliability-life analysis techniques have received
similar emphasis, but in less depth because experience with their application is
more common.

The specific design reliability analysis tasks and their coordination are
described in the following section. The tools or techniques which are available
for implementing these tasks are discussed briefly in Section 2.3 and in further
detail in Sections 3.0 and 4.0 of this report.

2.2 Coordination of Reliability Analysis Tasks

The four tasks are strongly interrelated and it is through the appropriate
coordination of their use that maximum utility is derived for contributions to
reliability. The interrelationship is illustrated in Figure 2. This figure
represents an expansion of a portion of Figure 1 with emphasis on the analysis
tasks, their coordination, and outputs.

As input to the analysis the mission and the proposed design are designated.
Output information may vary in sophistication from qualitative judgements to
detailed calculation of predicted success probabilities. Appropriate interpre-

tation and use of the output information affects other program efforts such as:
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(a) the selection of design configurations and design techniques,

(b) the selection of parts and materials,

(c) the testing of hardware (either breadboards, experimental models
or prototype models),

(d) the methods used in fabrication of hardware,

(e) the preparation of specifications,

(f) the procedures used in operation, calibration and checkout, and

(g) the employment of the end product.

The analysis flow allows for many approaches of varying complexity. The
aim is to coordinate the tasks in order to make the best use of available resources
and, since the tasks are interrelated, to emphasize the need for careful planning.
The process is iterative through the feedback paths shown in Figure 1 to allow for
refining and updating the analyses as the equipment is modified and more informa-

tion becomes available.

2.2.1 Functional Analyses

Functional analyses are concerned primarily with digesting all pertinent
input information and translating it into forms useful for the other tasks. The
basic approach to performing the reliability analysis tasks is modeling—-designating
important performance characteristics of the equipment and determining cause and
effect relationships between the characteristics and the factors that influence
their behavior. This allows evaluation of both equipment performance and life.
The modeling concept is thus the basis for the information gathered in the
functional analysis. Modeling concepts are described in more detail below for
further clarification.

Systems are composed of elements (such as subsystems, circuits, or piece-
parts) and the elements are functionally interrelated in that the behavior of
each element is influenced by the behavior of others. Such functional decomposi-
tion of a system is one effort of functional analysis; however, the system or
equipment being analyzed is itself first viewed as an element.

A general functional model of an element of a system is shown in Figure 3.

The X's are input variables which, in general, define the total environment of all

signal inputs, power inputs, loads, and environmental stresses. The U's similarly

are variables representing internal characteristics of the element. For example,

if the element is a circuit the U's may represent such factors as resistance, tran-

sistor gain or the dimension of a printed circuit. The Y's are attributes or the




performance characteristics of interest designated to characterize the operation of
the element. For example, gain and bandwidth may be designated as performance attri-
butes of an amplifier. All of the variables are considered to be functions of time,

and in concept, there exists a functional relationship

Yj(t) = gj[Xl(t), XL(t), Ul(t), ooy Uy(t)] (3)

relating each of the Y's to the X's and U's. In general, the X's, Y's and U's are

considered random processes, and reliability analyses are aimed in concept, toward
probabilistic treatment of these variables over time. Because all three exhibit
analogous modes of behavior, further discussion will be limited to the attributes.
There are two broad classes of behavior. They are characterized by attribute varia-

tion ending in an abrupt change, catastrophic failure, and variation which does not

end abruptly, performance variation or degradation. The former behavior is typically

illustrated by an opening or a shorting of a resistor and the latter by a degradation
or drift of resistance with time due to aging and input variations. (The definition
of "abrupt" is subjective and in reality intermediate forms of attribute behavior or
"mavericks" may exist; another possible definition is that those attributes whose
behavior does not conform to a functional model descriptive of a general population
are designated as catastrophic failures.) The relationship of these two classes of
behavior to the two events, "alive" and "performance acceptable" in the reliability

definition given by equation (2) is apparent.

X
-1 ELEMENT ___Y;l.___> \
X U, u
2 1’ Tt ot e UM Y2
o Internal Characteristics . P
(e.g., R, C ) ? — >
. . . (To other elements)
X Ty

Inputs Attributes
Signals Performance
Power characteristics
Load
Environmental
stresses-
Yj(t) = gj[x,(t), cee s X (), U (E), . L, Ty (E)]

Figure 3 Functional Model of a Single Element




Within this modeling framework, the aim of functional analysis is to identify
the attributes and their regions of acceptable variation and to specify the factors
that influence their variation. This entails careful scrutiny of all signal inputs,
power inputs, loads, and environmental stresses, taking into account their functional
forms and operational profiles. Also involved is the functional decomposition of the
equipment in order to identify the internal characteristics in terms of attributes of
lower level elements and the functional relationships among the elements.

The functional analyses aleone frequently provide useful output informationm.
Typically, they may reveal inadequate safety margins in interface characteristics

or discrepancies in operational requirements.

2.2.2 Failure Modes and Effects Analyses

Experience has shown that a failure modes and effects analysis is important
and should be initiated as early as possible in the design effort. Briefly, modes
of operation of lower level elements are identified and their effect on the equip-
ment noted. For analysis of a complex system, failure modes may be limited to

those for subsystems with identification of failed modes such as

(a) premature operation,
(b) failure to operate at a prescribed time,
(¢) failure to cease operation at a prescribed time, and

(d) failure during operation.

Other degraded modes such as excess noise or high output voltage may be introduced
but this adds to the complexity of the analysis. For smaller elements, i.e., cir-
cuits, the analysis extends to failure modes of piece-parts, typically considering
opens, shorts, and drift modes for their effect on the circuit.

Each of the component modes considered in conjunction with those of other
components defines a mode of behavior, but not necessarily distinct modes, of the
equipment. (These modes are not necessarily distinct as more than one combination
of component modes may result in the same system behavior.) If the effect of a
mode of behavior on the equipment is detrimental, this becomes useful output
information.

A major purpose in the failure modes and effects analysis 1is the designation
of problems to which the other techniques may be usefully applied. Some use of
performance variation analysis is required in identifying the effect of a component
failure. As noted above, it may be obvious in some cases and in others, require

only simple calculations; however, an extensive analysis may sometimes be required

10




and discretion should be used in deciding whether the effort is justified. This
judgement is influenced by the time and cost for determining the effect, the likeli-
hood of the failure occurring, and the penalty for not knowing the effect. Also,

if a component failure denotes a range of uncertainty in the behavior of an impor-
tant attribute, this may dictate the need for further modeling effort using some

of the performance variability techniques.

Component failure modes identified in the failure modes and effects analyses
are also considered in the components stress analyses. For example, if an open
failure of a particular resistor causes failure of the system, this may specify
more emphasis on the electrical and thermal stresses that can cause the failure.
This may, in turn, identify the need for more derating, heat sinking or similar
remedy.

Failure modes are direct inputs to the reliability prediction for specifying
the component states to be included in a logic model. Methods for treating two or
more component states in prediction are described in Section 4.

Initially, it is usually impossible to designate the effects of all component
modes. The analysis can be updated and refined as more information is obtained.
The problem of dimensionality is prevalent and an objective is to abstract the more
important modes for consideration. There is a need for further research in pro-

cedures in this task.

2.2.3 Performance Variation Analyses

Performance attributes are designated in the functional analyses to character-
ize the operation of the system. Performance variation analyses (PVA) treat the
continuous-type variations in behavior of these attributes for the system modes of
in the failure modes and effects analysis. Major emphasis is
usually on normal modes of operation when all components are operating in a non-
failed state but possess inherent variability. The major concern with PVA is the
likelihood or assurance that specific requirements are met.

In general, the treatment is with models, either mathematical or physical,
which relate the attributes to influencing factors and use them for investigating

the effects of variability. The types of results available from these are:

(a) attribute sensitivities to variations in input and internal part
characteristics,

(b) sources of variation,

11




(c) regions of variations for input and internal part characteristics
that result in acceptable performance,
(d) worst-case values of attributes,
(e) attribute distribution characteristics (means, variances, percentiles,
etc.)., and

(£) probabilities of acceptable performance for given input conditions.

These can be direct outputs for use in making design decisions, in estimating
component stresses, or in obtaining reliability predictions. For example, the use
of a computer network analysis program such as NET-I, yields the major attributes
of the circuit such as gain or output pulse rise time and also the electrical
stresses such as voltage, current and power dissipation of each component. Suc-
cessive computations may include variations of input and internal part characteris-
tics to yield worst-case values of distribution characteristics of these stresses.
As described under failure modes and effects analyses, performance variability
techniques are useful also in determining effects of failed components. For example,
computer network analysis programs can simulate various failure modes (open, short,
etc.) with the resulting attribute value and computed stresses for other components

indicating the effect.

2.2.4 Component Stress Analyses

In stress analyses components of the system are considered individually

for a comparison of actual stresses to rated conditions for which they were
designed. The concept of stress as currently applied in this sense is an exten-
sion from the concept of mechanical stress applied in strength of materials analyses,
and as a result has assumed broader meanings to include all conditions such as
electrical, thermal, and radiation that may have detrimental effects on the equip-
ment operation. The purpose of stress analyses is to minimize, within existing
constraints, the likelihood of component failure caused by stress exceeding "strength"
and the effects of aging and degradation caused by the particular stress condition.

Stress analyses may be performed at different levels of sophistication. For
example, determination of electrical stresses may be limited to computing worst-
case conditions using very simple models or to determining the distribution of the
stress using statistical techniques.

More sophistication in thermal analyses are providing more realistic tempera-

ture profiles as a benefit to stress analyses. As illustrated and previously

12




described, some of the stresses may result from performance variation analyses.

In simple analyses the comparison of stress with rated condition is performed by
simply comparing the levels while accounting for derating when employed. Even
though numerous simplifying assumptions are usually required; the analyses serve
to significantly increase the engineer's confidence in design acceptability. For
more extensive analyses where distributions of quantities are involved, the com-
parison may require computing probabilities that stress is less than strength with
the acceptability based on the computed probability.

Significant outputs leading directly to design improvement are the identifi-
cation of design weaknesses and the estimation of design margins. The stress levels
determined in the analyses are also useful outputs to life predictions, as illus-
trated, for example, they are used in the selection of application factors for

adjusting part failure rates.

2.2.5 Reliability Prediction

Reliability prediction treats equipment behavior in terms of probability of
successful operation using models that relate success probability to probabilities
of discrete events. This task draws heavily on the reliability-life techniques
described in Section 4.0. Because of simplicity the more popular techniques are
the conventional two-state techniques using part failure rates and exponential life
distributions. The failure modes and effects analyses identify failure modes to be
considered in the prediction. In conventional practice, major emphasis is usually
on catastrophic failures; however, some performance degradation failures are in
the prediction since part failure rates include some out-of-tolerance failures in
the failure rate estimates. This practice is not consistent and thus the conven-
tional predictions do not fully account for performance degradation failures.
Occasionally, prediction of performance degradation failures are available from
performance variation analyses. Their integration into the prediction conforms
to the concepts presented in Section 2.0 and is further clarified by an extension
of these concepts as described below.

The second expression of reliability R(t) formulated from the basic definition
is
R(t) = Prob{"Performance acceptable"|"Alive", Environment }

x Prob{"Alive" |Environment}

13




where the time dependence is excluded from the arguments for brevity but is still
implied. The event, 'Alive", is considered synonymous with the event of 'mo
catastrophic failure" and the event, "Performance Acceptable" with "no performance
degradation (or drift) failure". The environment represents the totality of all
factors related to the mission that affect the equipment operation and thus contains
all signal inputs, power inputs, loads, and envirommental stresses.

In the above expression for reliability, the first probability measure of
performance represents the input to ormance variaiion analyses
and the second probability represents the successful or alive prediction for the
catastrophic failed states identified in the failure modes and effects analysis.

The probabilities for the various environmental conditions are derived from the
mission profile through functional analyses or from the stress analyses.

Complexity and the limitations on data usually preclude actual realistic
predictions of reliability based on the above concepts. One comprehensive
example of literal application of these concepts for actually obtaining assessments
of the probability measures for a single axis stabilization loop is presented by
Britt (1965). 1In that study the estimated reliability was used to compare different
designs of an equipment. Similar analysis of circuits, but in less depth, was also
reported by Suran (1963).

Conventional practice in prediction conforms mainly to estimating
Prob{"Alive" |Environment}

which is only a portion of the reliability expression presented above. As previously
mentioned, some performance degradation failures are included because of the inherent
nature of existing failure rate data. Evolution of more sophistication in prediction
has been slow, however, techniques in the general two-state area employing more
descriptive life distributions such as the Weibull are frequently being used. An
extension to more than two states is also being used with a typical, practical 7
approach for circuits employing three-state logic (success, failed open, and failed
short) for simple components.

Even though logic expressions themselves frequently provide useful informationm,
emphasis is usually on computing a number to represent predicted reliability. Little
dependence can be placed on the actual value of a reliability index computed in this
manner. Relative values are useful for comparing designs and with appropriate
combination with results from other tasks, serve further in uncovering design

weaknesses.
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2.2.6 Combination of Results

This is not a formal, well-defined effort but exists both in concept and
reality. Each method separately provides useful design information, but to assure
appropriate emphasis on both performance and life the results from the various
methods, particularly the three illustrated, must be considered jointly. If, as
described under reliability prediction, probabilities of acceptable performance
could be combined with life probabilities to obtain a meaningful prediction of
success probability, this would provide a major portion of the design information
needed. The outputs from prediction will usually be imprecise indices with sig-
nificant utility only when appropriately compared with other results.

Because of the different forms of the results the combination process is
primarily subjective. As illustration, consider that performance variation analyses
have yielded worst-case results for two designs being compared and that Design A
gives, say, smaller variation than Design B. Reliability predictions with conven-
tional two-state analyses may, in turn, result in Design B having a higher probability
of success. Indications are thus that Design B represents an improvement in life
over Design A, however, at the sacrifice of performance. If there is adequate
confidence in the results of each, a trade-off may be necessary, for example,
resulting in Design C that uses some of the better features of Designs A and B.

On the other hand, lack of confidence in the results may dictate the need for more
sophistication in the analyses. For example, an extension of the life analysis

to more realistically include additional modes of part failures and their affects
may show that Design A is the better from the standpoint of life. This type of
problem is demonstrated in Parker and Thompson (1966) for a circuit in the static

inverter where the analysis resulted in eliminating 100 diodes for design improvement.

T
i

2
o
;

&

design decision. This is also demonstrated in Parker and Thompson (1966) for the
same circuit where the stress of component power dissipation became a factor for

consideration in the design comparison.

2.3 Reliability Analysis Techniques

The two basic sets of reliability analysis techniques, performance variability

and reliability life, are described briefly in this section.
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2.3.1 Performance Variability Analysis

Performance variability techniques (PVT) are mathematical procedures for
treating the continuous variation of performance characteristics using models
(either mathematical or physical) which provide relationships between equipment
performance attributes and part and interface characteristics. The different
procedures are based primarily on the nature of the input data (limits, distributionms,
and processes) and on the model (physical or mathematical). The inputs, procedures,
itputs are outlined inm Figure 4.
The inputs to such an analysis are mathematical models of the general form

Yj(t) = gjlﬁ(t), unl, i=1,2, ..., N,

or physical models such as a breadboard, prototype, or the production items. 1In
addition, the part and interface characteristics are required and are to be expressed
as a function of the operational profile of the equipment when possible. The form
of the models and the part and interface data is related to the analysis technique.
The techniques are designated as (1) end-limit (2) fixed-time distributions,
(3) time-varying distribution and (4) random process. The end-limit procedures
make use of limit or "expected extreme" and nominal values of part and interface
characteristics. The fixed-time distribution procedure uses distributions or
characteristics (such as moments) of the distributions for the part and interface
characteristics. The time-varying distribution permits the consideration of a
changing distribution of the characteristics over the mission duration as a function
of the environment and degradation of the characteristics with time. Finally,
random processes allow for general treatment of the variations of the characteristics
with time and corresponding treatment of the outputs. All of the above techniques
can be applied with bhysical or mathematical models and to varying degrees of
analytical exactness. Consequently, several techniques are described in detail in

Section 3 along with examples of applicationms.

2.3.2 Reliability-Life Analysis Techniques

Reliability-life techniques (RLT) refer to those procedures which treat
each component of an equipment as being in one of several possible states. Either
discrete probabilities are assigned to the various states or appropriate failure
time distributions are assumed along with the conditional probability of failure
in one of the several modes. The various techniques, their inputs and outputs

are outlined in Figure 5.

16




INPUTS

-» TECHNIQUES

End-Limit

Functional

Relationship
Model
. Mathematical
. Physical

. Analytical
. Experimental

Fixed-Time
Distributions
. Moments
. Simulation
. Analytical
. Experimental
. Others

Variations of
Interface and
Part Character-

istics
. Specified
. Physical

Time-Varying
Distributions

Repeat Fixed
Time Distributions

Random Processes
. Experimental
. Analytical
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In the reliability-life techniques the items are related by means of a
logic diagram. Other inputs are discrete probabilities, failuré time distributions,
etc. The techniques are denoted as conventional, general two-state, and N-state.
Approaches using only two states will be referred to as gemeral or conventional
depending upon the generality of the assumptions. For electrical circuits the
conventional approach, assuming parts as either failed or non-failed, is the most
popular. The N-state technique refers to the use of three or more modes of
operation of the components of the equipment. Additional states such as failed open,
failed short, and drift may be included in the analysis.

The typical outputs are system indices (such as the estimated reliability of
successful performance, mean-time-between-failure, etc.), sensitivity informationm,

and optimization of system configuration.
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3.0 Performance Variability Techniques

Performance variability techniques are mathematical procedures for treating
the continuous variation of performance characteristics using models (either
mathematical or physical) which provide relationships between equipment performance
attributes and part and interface characteristics. The different procedures are
based primarily on the nature of the input data (limits, distributions, processes)
and on the model (physical or mathematical). The techniques, their inputs and

outputs are described in the following three sectioms.

3.1 Inputs
The inputs to such an analysis are mathematical models of the general form
Yj(t) = gj[xl(p), coes X (1), U (85 vees Gu(B)1,3 =1, 2, 3, ...,N,

or physical models such as a breadboard, prototype, or the production items.

In addition, the part and interface characteristics are required and are to be
expressed as a function of the operational profile of the equipment when possible.
The form of the models and the part and interface data is related to the analysis

technique.
3.1.1 Modeling Concepts

Mathematical Models

The models relating the performance attributes to the interface and internal
part characteristics may be derived from basic theory, for example, by use of
equivalent circuit h-parameters in the case of transistor circuits. On the other
hand, these models may be obtained empirically by testing the physical model (e.g.
breadboard circuits) with prescribed alterations or simulated changes in the part
characteristics. The performance attributes of the physical models are measured,
and these results are used in a least squares analysis to obtain a prediction
equation relating the performance to the interface and part characteristics. Such
an equation is limited in usefulness by the ranges of the parameter variations
prescribed. The ranges must be selected to include the expected variation of the
parameter for the duration of the mission. Furthermore, in order to perform a
least squares analysis a form of the model must be assumed on the basis of an
engineering analysis of the element under evaluation. For example, it may be

assumed that the form is linear or exponential.
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Finally computerized models such as NET-1 use a topological description of
the circuit as input. The computer program uses a steady state and transient
equation to describe the circuit behavior. In this case the model does not become
available in explicit form to the user of the program. However, the computer may
be used a sufficient number of times to obtain a relationship by means of regres-
sion methods between the performance attributes and the interface or part charac-

teristics of interest.

Physical Models

The physical model may be a breadboard of the circuit for experimental

observation, a prototype, or production items to be used in field operationms.
3.1.2 Part and Interface Characteristics

The part and interface characteristics to be used in the analysis may take
the form of the expected limit of variation of the independent variables, distri-
butions of the variable at discrete time during the mission life, or that of a
random process over time. These data may be either specified (given) or physical

(parts or equipments).

Specified Data

The given data may be available from manufacturer's data sheets, IDEP reports,
ECRC data summaries, or seme- related data retrieval centers such as PRINCE, or

they may be generated internally from routine or special test efforts.

Physical Data

The variations in the variables may be available physically as replaceable

samples of parts or equipments that are used in the physical model.
3.2 Procedures

The various analysis techniques cited in the reliability literature for
this category are primarily circuits oriented. They all tend to follow the general

outline shown below.
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Basic Procedure

a. Select the performance attributes of interest. These could be
functional outputs, specific performance characteristics or environ-
mental outputs.

b. Develop the deterministic mathematical models at nominal conditions
relating the performance attributes to part characteristics, and
functional inputs.

c. Estimate the variability of the part characteristics and functional
inputs. These include initial (manufacturing) variations, aging
effects, and the influence of environmental inputs.

d. Compute various quantities related to possible performance failure
modes. The first two steps below provide results possibly useful
for reliability improvement, while the third step provides a
reliability index. These are:

1. Establish the expected variability of and possibly the
correlation between the performance attributes.

2. Identify sources of performance attributes variability.
Possible sources include contributions from the linear,
non-linear, and interaction behavior of the deterministic
models, and from variations of correlation between the
independent variables.

3. Predict the probability of successful performance by
assigning limits to the expected performance attribute

variations.

The various indices which are computed can be used for identifying designs
which are susceptible to failure, and for providing redesign guidance. They are
also useful for comparing alternate design approaches, and for aiding the assign-
ment of specification limits. Normally the estimate of the probability of
acceptable performance that can be obtained from a performance variations analysis
is not highly precise as a result of the lack of precision in the data on part
and interface characteristic behavior over time.

The various techniques for applying the above basic procedure have been

classified as shown below and in Figure 5 of Sectiomn 2.
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Performance Variability Techniques
a. End Limit (Worst Case and Sensitivity) Analyses
1. Analytical
2. Experimental
b. Distributions at Fixed Time
1. Moments
2. Simulation
3. Analytical
4.  Experimental
5. Discrete States
6. Miscellaneous
¢. Time Varying Distributions
Repeat Fixed Time Techniques (1, ..., 5) at Discrete Times
d. Methods of Random Processes
1. Analytical
2. Experimental

The terms used for the various categories have been selected based on their
capability to infer what is involved and accepted usage. The terms have primary
reference to the manner by which the computations for obtaining the performance
attribute variations are performed, the modeling procedure (empirical or theoretical),
or the manner by which the variability of the independent variables are described.

The conventional expressions of dependent and independent variables are used in

this report. A dependent variable could be a functional output or an element

performance attribute. An independent variable could be a functional input, an

environmental input, or a part characteristic.

Each of these techniques is not necessarily suitable for the three uses
cited in the basic procedure. For example, the end limit techniques are not
usually expressed in a probabilistic manner, and therefore are not suitable for
explicitly obtaining a reliability or life index.

Each technique is briefly discussed, and references are given. Approxi-
mately 120 references were found on these approaches in a partial search of the

last several years literature.
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3.2.1 End Limit Analyses (Sensitivity and Worst-Case)

3.2.1.1 Analytical

End-Limit approaches are based on variability limits, and do not usually
have any probabilistic considerations. The simplest approach conceptually is to
compute all possible 2" performance values. Specilalizations have been developed
and programmed which are somewhat different approaches to the worst case concept.
One specialization aimed at efficiency is to first use partial derivatives to
determine the direction of the performance attribute change, and then compute the
performance attribute worst case by selecting the appropriate high and low limits.
Another specialization is to investigate design tolerance adequacy and interaction
effects by determining the region of successful operation; such two-factor contour
plots have been programmed and are called "schmoo plots". These techniques are
referred to as MANDEX and "Parameter Variation Method" in West and Scheffler (1961).
End limit techniques are suitable for investigating the areas of variability,
sensitivity, and interactions. As no probabilistic considerations are included,
there is no treatment of correlation between either independent or dependent
variables. End limit techniques are not used for obtaining probability quantities
for reliability or life. Some advantages of the limit approach compared to the
lack of an organized variability effects analysis are simplicity for obtaining
either assurance of drift reliability or a starting place for redesign; and, if
variation data is available, it tends to specify limits (rather than distribution).
Limitations are primarily the possible over-conservatism leading to increased
requirements on the rest of the system, i.e. increased parts, power dissipation,
size, and weight, and thereby increasing the opportunity for a catastrophic failure.

Figure 6 illustrates the procedures for this approach.

Example 1 - End Limit Analysis - Analytical Procedure
Static Inverter Voltage Regulation Loop

Inputs

A static inverter under design and development at Marshall Space
Flight Center was selected as the equipment for trying and evaluating the
various basic reliability analysis techniques. The static inverter function
and complete analysis are described in technical report No. 2 and Vol. 2 of

the final report for this project.
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The model for the analysis is a system of differential equations in the

form
2
d Vv dv
= +A ——+AV = B +B V. T
it 1 dt 0 0 1 in
dt
€T T =
at + k C1 + C2 v,
where
V = average three-phase output voltage,
Vin = input dc voltage,
T = magnetic amplifier output pulse duty period,

and the coefficients AO’ Ay, «.., C;, and k are complicated function of circuit

part and interface characteristics, e.g.

2 2 21
¢ . 32 RB+eris Tglal {Ncl + shy
2 T RI3RILRIS VR R TR
g cl cl sh

The complete equations are given in Vol. 2. For the steady state solution one
obtains
kB + B C_V,
] 11 1in
kA -BC V
0 12

in
or

\)

g(V_,R73,R75,V; ,z;,...)

The nominal values and the expected deviations of the characteristics from their
respective nominal values are given in Table 1 below. The expected extreme
deviation of the i-th variable is denoted by hi and the computer uses two steps

each of size hi|2 = DX, .
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Table 1

Nominal Values and Expected Deviations
From Nominal (h) of Some Typical Part

and Interface Characteristics

Nominal Values Expected Deviations

Variables X(D) (h)

Vz 8.4 volts 0.21 volts

R73 1100 ohms 20.76 ohms

R75 20,000 ohms ) 500 ohms

Vin 28 volts 2.24 volts

Vg 12 volts 0.42 volts
Analysis

The model and the variations of the variables are inputs to a computer program
for sensitivity analysis as described in Appendix C. This program computes the
first and second partial derivatives of V with respect to each of the variables,
the sensitivity of V with respect to each variable, and checks for interaction

and non-linearity of V as a function of each of the variables.

Output

The output of such an analysis is given in the tables on the following pages.
The output in Table 2 includes the values of the voltage V for five equally spaced
values of each of the independent variables in the mathematical model. These values
are referred to as Y(X-2DX), Y(X-DX), Y(X), (the nominal value appears at the
bottom of the table because it is identical for each row) Y(X4DX), and Y(X+2DX).

Y' and Y" are the first and second partial derivatives of the performance with
respect to the indicated variable in the first column. The column headed by
SENSITIVITY-LINEAR is the linear measure of sensitivity given by

'
Y hi

LS, = 1™

’ hi = ZDXi Y
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i.e. 100 x LSi is the expected percent variation in the performance with respect
to the expected maximum deviation of the indicated variable. The NON-LIN column
contains the second degree effects. Quick examination reveals that Vz, R73, and
R75, are the important variables and that each contributes approximately a 2
percent change in the voltage. Only R73 has a non-linear contribution exceeding
0.01 percent.

The last line in Table 2 gives the estimated standard deviation of the per-
formance attribute based on the first order terms of the Tayleor series cxpansi
of the functional model. The adequacy of the first order approximation is checked
in additional outputs in following Tables.

Table 3 contains the values of the independent variables used in obtaining
the lower limit and the upper limit in columns 2 and 3 respectively. Columns
4 and 5 contain the nominal values and the DX-values. The worst-case values of the
performance are given at the bottom of columns 2 and 3, and the nominal value
below column 4.

The worst-case limits are obtained under the assumption that the performance
is essentially a linear function of the independent variables over the specified
ranges of the variations and that the worst-case performance occurs at a vertex
(corner) point. This assumption is very often valid because the ranges are small
and the function is sufficiently linear to determine the worst-case by examining
only the first-order partial derivatives and evaluating the functional model at
the appropriate extreme point only on the basis of the first-order partials.
However, it is easy to suggest examples for which the worst-case does not occur
at an extreme point. The output of the computer program checks for the validity
of the linearity assumption and the degree of interaction which may be present.
The row following the worst-case values of Table 3 contains a check of the contri-
bution to the performance variability as a result of the product terms (interaction
terms) and higher order terms in the variables. The value 123.0 is the upper limit
computed from the Taylor series expansion using only the linear (clxl) and pure
second degree (cllx%) terms and does not use terms like Cllexz and higher degree
terms. Hence, the closenmess of 123.0 to the actual performance value 123.2 indicates
that the linear terms are sufficient if one is willing to accept an error of less
than 0.25 volt in 115 volts, 123.0 vs 123.2 (actual and 107.1 vs 107.3 (actual).
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Table 3 contains a check of the adequacy of using the first, and the first
and second degree terms for one variable at a time. Column 2 contains the actual
performance at the lower extreme value of the indicated variable divided by the
nominal value. The third and fourth columns give the Taylor series approximation
to the same value using the first order and the first and second order terms
respectively. The last two columns provide the same comparison for the upper
extreme values. The nearly identical values in columns 2 and 3 (also columns
5 and 6) indicates that the use of linear terms is sufficient.

In summary, this analysis has identified the important variables, those
which contribute most to the variation in the performance. It has provided a
sufficient check of assumptions required for making a moment analysis using omnly
a linear approximation. It has provided estimates of the worst-case values which

can be used to assess the adequacy of the design.
3.2.1.2 Experimental

It is, of course, possible to conduct an end limit investigation through
physical modeling. In addition to using breadboards, an automatic instrument
is commercially available which iteratively steps through all possible 2"
combinations of a maximum of 16 part characteristic worst-case limits as described
by Oliveto (1964). These experimental techniques are suitable for investigating
performance variability, sensitivity, and interactions. The advantages and
limitations of analytical end limit techniques which are discussed above in
Section 3.2.1.1 are also applicable to these experimental ones. Also, other
advantages here are those inherent in a realistic physical model over a mathe-
matical model, the ability to investigate circuits where mathematical models
are not readily available, and the feasibility of quickly investigating many
different limit combinatioms. In addition to the need for worst-case parts and
the instrument, there is some loss of insight into the circuit analysis which
would normally come from mathematical modeling. It is, of course, poésible to
do both an analytical and an experimental end limit analysis in order to obtain

the benefits of both.
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Example 2 - End-Limit Analysis - Empirical Procedure

Static Inverter Voltage Regulation Loop

Inputs

On the basis of the sensitivity analysis of the mathematical model for the
average three-phase output voltage the most important variables or parameters are
Vz, R73, R74, R75, V,

1

a’ and V . To check the analytical results, changes in the
values of these variables wer

- made ihrough part substitutions according
to the design indicated in Table 4. The nominal or mean values of the part char-
acteristics are denoted by a zero, the low and high values by -1 and 1 respectively.
All variables except the one for which sensitivity measurements were being made
were held at their nominal values in runs numbered 2 - 13.

These runs were repeated for values of the gain parameter, Nf =0,1,2,3, and
4. 1In addition at least two independent measurements were mgde of the voltage for
several of the designated runs. A total of 28 runs were made. The results for

Nf = 4 are given in Table 5.

Table 4

Variation of Part and Interface Characteristics

Rmbo. Yz m3  rx4 oms ‘m g
1 0 0 0 0 0 0
2 -1 0 0 0 0 0
3 1 0 0 0 0 0
4 0 -1 0 0 0 0
5 0 1 0 0 0 0
6 0 0 -1 0 0 0
7 0 0 1 0 0 0
8 0 0 0 -1 0 0
9 0 0 0 1 0 0

10 0 0 0 0 -1 0
11 0 0 0 0 0
12 0 0 0 0 -1
13 0 0 0 0 1
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Table 5

Results of Sensitivity Experiment (Nf = 4)

Run No. Average 3¢ ~ voltage (V)
1 115.16, 115.43, 115.45, 115.29, 115.46, 115.41, 115.57
2 112.52, 112.24
3 117.77, 118.26
4 117.82
5 113.14
6 114.90, 114.92
7 115.46
8 112.67
9 118.02
10 115.47, 115.49
11 115.40, 115.41
12 115.35, 115.25, 115.35
13 115.58, 115.67, 115.57
Analysis

These data were used to obtain a linear empirical relationship between the
voltage and the six part and interface characteristics. The model was assumed to

be of the form

V = B + 8V + B R73+ B R74 + B R75
0 12 2 3 Y

+ B8V

sVin + stg + e,

where B , B , ...,86 are the unknown coefficients to be estimated by the method
0 1

-7 _

of least squares on the basis of the observed v§1ues of V for corresponding

values of the variables and ¢ is the deviation between the observed voltage V

and the mean voltage as given by the model. The deviation ¢ includes, for example,

measurement variation and a measure of the inadequacy of the model. For example, a

linear model may not be sufficient and € would include the higher order (non-linear)

effects.

Outputs

The prediction equation for V using Nf =4 is
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6 = 115.36 + 11.97 AVz - 0.0870 AR73 + 0.00547 AR75

- 0.079 AR74 - 0.014 AV, - 0.061 AV,
in g

where V is the predicted mean value of V as a linear function of the observed var-
iables, and AVz ey AVg are the deviations of the respective variables from their

nominal values, Vz’ vees Vg , i.e.,

AV =V -V, etc.
Z z z

The sensitivity of V to each of the variables can be obtained as

| b
Ls, = =

i VN_hi’ hy = 2D%;

where hi is the expected deviation of the i-th variable from its nominal or mean
value for the mission duration, and VN is the nominal value of the voltage.
These empirical sensitivities were obtained for each of the variables for
Nf = 0,1,2,3, and 4. These results for Nf = 0,3, and 4 are recorded in Table 6
for comparison with the analytical sensitivities.

The agreement between the empirical and analytical sensitivities is better
than expected. On the other hand it should be noted that the analytical model was

modified for Nf = 4 on the basis of empirical results, without which the agreement

Table 6

Comparison of Empirical and Analytical

Sensitivities for Nf = 0, 3, and 4.

Variable 2h . Sensitivity
Nf =0 Nf =3 Nf = 4

Emp. Anal. Emp. Anal. Emp. Anal.
Vz 0.42 0.044 0.048 0.043 0.048 0.044 0.048
R73 55 -0.042 -0.043 -0.041 -0.043 -0.041 -0.043
R74 10 0.046 0.046 0.047 0.046 0.047 0.046
R75 1000 -0.00722 -0.0023 -0.00704 -0.0032 -0.00683 -0.0034
Vin 4.48 0.00422 0.0037 0.00070 0.00086 0.00054 0.00015
Vg 0.84 -0.00163 0.0006 0.00011 0.0019 -0.00044 0.0022
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would have been worse for Nf = 4, The variables with small sensitivities did not

yield good agreement because the order of magnitude of sensitivity was within the

error of measurement.

Remark 1. Note that if the mathematical model were tedious to obtain, good
measurements of sensitivity can be obtained from a breadboard model through
interchanging parts or simulating changes in the part characteristics. In case
of a simple circuit, it may be advisable to build several breadboard models
according to a prescribed pattern of variation of the variables and then measure

the performances of these circuits under various input, load, and operational

profile characteristics.

Remark 2. The selection of the variation of the variables as given in Table 4

is one of several possible selections of experimental designs which could have

been used. The literature on statistical design of experiments gives several
patterns which one may select. If second-degree effects are expected it is necessary
to include the center point (all variables at their nominal levels) in addition to
the end points. If no appreciable non-linear effects are expected, if one is
constructing several breadboards of the design, and if one can easily alter all

part characteristics simultaneously; a preferred statistical design (selection of
combinations of part characteristics to be used in the breadboard circuits) is

of the type given in Table 7.
Table 7

Variation of Part and Interfact Characteristics

Run No. %2 R73 RI4 RIS Yin Ve
1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 1 i i
3 -1 -1 1 1
4 -1 1 -1 -1
5 1 ~1 -1 -1 1
6 1 -1 1 -1
7 1 -1 -1 -1
8 1 -1 1 -1 1

o
(o]
o
o
o
o

o
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The runs numbered 1, ..., 8 are the minimum necessary to estimate the effects
of each of the variations in the six part and interface characteristics and for the
estimates to be uncorrelated. See Addelman (1963) for a discussion of the mathe-
matical properties of such statistical designs. The inclusion of the nominal
circuit (all characteristics at their nominal value or 0 level) is for the purpose
of checking the adequacy of a linear approximation. Ideally more than one circuit
should be constructed having nominal part charactersitics in order to be able to
test for the linearity with a reasonable degree of precision. The disadvantage
of such a statistical design compared with the one in Table 4 is that
it requires changing more than one characteristic (part or input) each time.

More care must be exercised when performing the experimental work. Some examples

of this type of experiment are given in Tommerdahl and Nelson (1963).
3.2.2 Distributions at a Fixed Time

Performance variability techniques which are probabilistic in nature provide
ways to analyze considerations which are not treated in the end limit
techniques. The independent variables are described in a probabilistic manner,
and are used with the deterministic functional relationship between the independent
and dependent variables to obtain probabilistic descriptions of the dependent
variables. Figure 7 is a flow diagram of this approach. The probabilistic approach
provides analysis methods which are based on a more realistic representation of
what physically occurs as compared to limit techniques. Thus probabilistic approaches
are usually less conservative than a worst case analysis. Also, the probabilistic
approaches allow explicit treatment of the probability of successful performance
through the use of pre-assigned bounds. If bounds are assigned to the performance
attributes of an equipment, then reliability can be obtained as a function of time.
However, if several equipments are combined into a system (or in general if any
items are combined) and a functional relationship exists between the performance
attributes of these equipments, then the reliability for the combination of equip-
ments cannot be obtained by multiplying the individual equipment reliabilities.
A performance attribute variation of one equipment may be compensated for by a
performance attribute variation of another equipment. Thus probabilistic techniques
for propagating distributions over functional relationships are needed to obtain
a combined reliability.

The distribution techniques are generally not applied as widely as the end
limit techniques. Primary reasons preventing increased applications are the general

lack of precedence for using statistical approaches for performance variations.
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3.2.2.1 Moments

In the moments technique the functional relationshiﬁ is expanded in a
Taylor series. Higher order terms may be used, although most references tend to
only use the linear terms. Measures of location and variability of the independent
variabiles are described by means and central moments. The degree of association
which might exist between two independent variables is described by the correlation
coefficient. The mean and central moments of the dependent variables are obtained
from the application of expected value theory, which gives the mean and central
moments of the dependent variable as functions of terms obtained from the Taylor
series expansion and the mean and central moments of the independent variables.
The distribution of the performance variables is then obtained by either assuming
a distribution, or by fitting a distribution by the method of equating moments, for
example. Correlation between the various performance attributes can also be obtained
by this approach, but this is not usually noted or developed in reliability applica-
tions of this technique. The moments method is widely cited in the reliability
literature. See, for example, Hinrichs (1956) and Marini, Brown, and Williams
(1958).

For simpler problems, requiring the use of only first order terms, it is
possible to use this technique without a computer. Conversion of the functional
model to a Taylor series yields sensitivity and possibly interaction terms which
readily provide information on variability sources. When the problem becomes more
complex, as an involved functional relationship and higher moments, a computer is
required. Advantages of this approach are simplicity for easier problems, and
resultant information on sources of variability. It is often referred te as the

propagation of error method.
Example 3 - Fixed Time Distributions - Moments

1) Linear Amplifier

Inputs

Model
The linear amplifier, for which the circuit is shown in Figure 8, is used here
and in other sections of this volume to illustrate some of the reliability analysis

techniques.
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cc

-12 volts
R} Ry
47K ohms 390 ohms
)
1
10uf /_\ 1t
1 IN526  10uf
Cl RZ R4
6.8 K ohms 470 ohms

Figure 8 - Linear Amplifier Circuit
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For audio frequency applications, the transistor is adequately described
by the hybrid or h-parameters. See Tommerdahl and Nelson (1963) for further details
on the circuit description and the derivation of the mathematical model. From circuit

analysis the model for current gain is as follows:

A o B3 Bee !
LT ORAE TR, T by Thy
1 l1+h U,
oe <
where
s - _RLER2 s . _R3 R4
1 R3 + R4 2 2 R34+ R4
he _ _
A B hie hoe hre hfe *

Part Characteristics

The means and standard deviations of the part characteristics are contained

in the following table.
Table 8

Linear Amplifier Circuit Component

Part Parameters-Means and Standard Deviations

Parameter Mean Standard Deviation
Rl 47 .05K ohm 0.97K ohm

R2 7.03K ohm 0.17K ohm

R3 380.9 ohm 8.54 ohm

R4 468.7 ohm 11.14 ohm

h 102 11.1

fe

-6 -6

h 576 x 10 0.46 x 10

re 6 6

hoe 556 x 10 mhos 68.6 x 10 mhos
hie 254 24.9
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The following matrix contains the correlation coefficients r,, between pairs of

ij
the equivalent circuit transistor parameters. The resistances are sampled at
random from separate distributions and are uncorrelated with each other and with

the h-parameters.

hfe hoe hie hre
h 1 0.595 0.912 0.165
fe
h 1 0.608 0.400
oe
hie (by symmetry) 1 0.611
h 1
re

Analysis

As suggested in the proposed approach one first performs a sensitivity
analysis and checks the function Ai =g ( ) for non-linearity and for inter-
action. Because the function is essentially linear, the first and second
moments of the performance can be obtained from the linear approximation to the

performance, i.e.

Ai = c0 + c1 hfe + c2 hie + ... + c8 R4

L
= 39,38 + 0.387Ah,. + 118.3Ah - 0.742 x 10 Ah
fe re oe

-5 -3
- 0.00619Ahie + 0.416 x 10 ARl + 0.186 x 10 AR2

+ 0.0512AR3 -~ 0.0502AR4.

OQutput
The estimated mean and standard deviation of Ai are given by
u{Ai} = 39.38
and
~ 2 2 2 2
U{Ai} = [(0.387) s {hfe} + ... 4+ (-0.0502) s {R4} +

+ 2(0.387) (118.3) s {hfe} s {hre} r {h hre} + ...

fe’
4 1/
- - 2
+ 2 (-0.742 x 10 ) ( 0.00619) s {h 1} s {hl }r{h , hi 1]

= 3.91
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Remark 1. If the function could not be approximated by a linear function
higher order moments and/or distributions of the part characteristics would be

required.

Remark 2. The standard deviations and means used in the above analysis were
inherent variations in the part characteristics. Variation as a result of
operation enviromment, inputs, stresses, loads, and/or aging were not included.

The analysis would be the same except that the total standard deviations would be
larger than the above. In addition, correlations between the behavior of the
parts characteristics may be introduced as a result of changes in a third variable,

such as temperature, affecting two or more part characteristics.
Example 4 - Fixed Time Distributions - Moments

Static Inverter Voltage Regulation Loop - V

Inputs

The mathematical model is the same as described in Section 3.2.1.1. Input
means and standard deviations were taken as the nominal values and as one-fourth
the expected extreme deviations respectively. The correlations are unknown.
However, by good engineering judgement it is feasible to group the pairs of part
characteristics as those having high correlation, say r = 0.7, low correlation,

r = 0.3, and no correlation, r = 0. The sign of the correlation is taken to be
positive or negative if the part characteristics tend to vary in the same or
opposite directions respectively.

On the basis of the sensitivity analysis it was inferred that the function
could be approximated by a linear model. Hence, the estimated voltage is expressed
by

V = ¢ +c V +¢ RI3+ ...+ c R
0 1 2 2 76

or

<
]

115.0 + 0.00541AR75 - 0.0881AR73 + 13.23AVZ -~ 0.0386AR74

6
- 0.745A¢K x 10 + 0.301AVG - 0.0235AR"G

42




Output

The estimated mean and standard deviation of V are

u{v} 115.0 volts, and
o{v}

Remark 1. The analysis is dependent on the assumptions concerning the variations

It

1.61 volts

of the part and interface characteristics.

Remark 2. The assumed correlations should be checked for their consistency. The
technique for doing this will be discussed under simulation techniques. In short,
the matrix of the simple correlations must be positive definite and the square root

matrix inversion routine as given by Dwyer (1951).

3.2.2.2 Simulation

The Monte Carlo simulation approach is currently receiving the most
attention among performance variability techniques as reflected by reliability
publications. The independent variables are each described by their distribution
with little restriction on the shape of the distribution. Values of the independent
variables are randomly selected, and are used with the functional relationship
to obtain values of the dependent.variable. Accuracy can be increased by increasing
the number of samples. The result is expressed in Sylvania Electronics Systems,
(1963) as the distribution of the dependent variables.

Appeal of the Monte Carlo method is based on several points. Little
restriction exists on the shape of the distributions, or on the type of functional
relationship. Background in probabilistic concepts required for grasping the
concept is very small. A computer is required for application, and this is the
only aspect which might be a limitation. There is a tendency to be critical of
the Monte Carlo approach because it does not inherently yield sensitivity informa-
tion related to sources of variability. Sensitivity information can be readily
added when the basic Monte Carlo approach is augmented by a least squares analysis.

If the method of moments is not satisfactory due to the non-linearities
of the functional relationship and furthermore, if no analytical method is easily
obtained, one will usually perform a simulation study. The random variables with
appropriate distributions are generated and substituted into the mathematical
model. This process is repeated many times in order to estimate the performance

distribution with the desired precision. The complications of the function and
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the distributions offers little difficulty to this technique. Hence, it has been

used extensively.

Example 5 - Fixed Time Distributions - Simulation

Static Inverter Voltage Regulation Loop

Input

The mathematical model is the one for the average three-phase voltage,

V. The variabies were assumed to be normally distributed with the means, variances,

and correlations as given in Table 9.

Analysis

One hundred Monte Carlo trials were performed and the resulting performance
values were arranged in ascending order, the moments, and measures of skewness
and kurtosis were obtained. Finally, the sample cumulative distribution function

was fitted by an Edgeworth series using the Hermite polynomials.

OQutputs

The outputs of the simulation program are given in Tables 10, 10a, 10b,
10c, and Figure 9. Table 10 contains an input check in order that the mean values,
standard deviations, and correlations of the simulated variables can be compared
with the input nominal values, standard deviations, and correlations. Table 10a
contains the simulated values of the dependent variable or the performance attribute
listed in ascending order. Table 10b gives the moments, skewness, and kurtosis of '
the performance attribute, and Table 10c contains the estimated percentiles of the
performance attribute by Edgeworth series for values of performance at its estimated
mean values plus multiples of one-half of the estimated standard deviation. Figure 9
gives the observed sample distribution function of average three-phase voltage for

the static inverter regulation loop and the fitted Edgeworth series approximation.
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3.2.2.3 Analytical

Distributions of dependent variables which are not approximations can
be conceptually obtained, however, applications are very limited because of the
analytical complexities. Here the variability of the independent variables is
represented by their joint density function. When a single dependent variable is
under consideration, its distribution function can be obtained by integration
over the appropriate region of the joint density function of the independent
variables as given in Parzen (1960). This is the region where the dependent
variable is equal to or greater than the solution of the function relating the
dependent and independent variable. An example of this notion is convolution
for sums. This approach can be extended to more than one independent variable,
where the various dependent variables are functions of the same independent
variables. Here the joint density function of the dependent variables is obtained
from the product of the joint density function of the independent variables and
the Jacobian of the functions relating the independent and dependent variables.
This technique can also be applied to the single independent variable case.

These approaches have recently received some exploratory attention from
a reliability viewpoint. See, for example, Reza (1964) and Shooman (1965). Any
application to realistic problems appears very limited. However, it should be
noted that engineering applications to certain situations have been developed,
e.g. Davenport (1958) in communications theory. This exact approach is cited
because it is another method for handling the propagation of distributions, and
it is used in certain engineering fields dealing with probabilistic concepts
and in the development of many classical statistical relationships. Tt also is
worth pursuing in order to obtain a better understanding of the performance
variations problem.

The use of a rigorous mathematical approach for obtaining the distribution
of the performance measure of interest, given a mathematical model and distributions
of the part and interface characteristics, is seldom possible. For example, the
current gain of the simple linear amplifier is given as a complicated function of
eight (8) part characteristics. The average three-phase voltage of the static
inverter is given as an extremely complex function of the part and interface
characteristics. Thus even if one knows the distributions of variables precisely
one cannot readily obtain the distributions of the performance measures. In such
cases one usually resorts to simulation. However, there is often the possibility

of applying mathematical rigor to an approximate functional relationship. In both
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the above cases the complicated function can be approximated by a linear function
of certain variables. Furthermore, there are usually only a few important variables.

If the relationship

¥y = g(xl, xz, ey xn)

can be approximated by a linear function

vy = + X + ... + X
v c0 c1  t C X s

it is possible to approximate the distribution of y for certain distributions of

the variables X5 i=1, ..., n. For example, if x, is normally distributed with

i

and if the correlation between x, and x. is p,.,,
i i 3 ij

then the distribution of y is approximately normally distributed with mean

mean ui and standard deviation ©

wlyl} = ¢ +cu + ... +cu
v 0 11 n'n’
and standard deviation
2 2 2 2
o{y} = [co +...+co_ +2ccoop + ...
11 nn 1 2 12
+ 2¢ 172,

n-1 cnon—lgnpn--l,n

One cannot use the estimated probability of extreme deviations as precise values
because the approximation may not be satisfactory for large deviations. The only
reason that the above approach is often satisfactory is that for the expected
ranges of deviations (usually less than 10 to 20%Z of the nominal value) the
function is approximately linear.

Suppose that y = g(xl, cevy xn) cannot be adequately approximated by a
linear function, but assume that there is only one important variable for which

the relationship is non-linear. Thus suppose that

v = gx)+c +¢c X + ... %

v 8 0 2 2 nn ’
where x1 is the variable arbitrarily chosen as the one variable for which the
effect is non-linear. The nature of the function g(xl) can be obtained by means

of mathematical approximations for the general function g(xl,.xz, eees xn).

Example 5 - Fixed Time Distribution - Analytical

In the case of the function for the current gain of the linear
amplifier described in Sectiom 3.2.2.1,
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and

gl(hfe)

The function gl(hfe) is immediately obvious from the form of

in this case as no app

c1hfe
1+ c2hfe

+
re

.

+ ¢ +c
3

h
4
Clhfe

1+ czhfe

roximation is required.

The constants ¢

+ c

R4
10

the general function

are gcelLliaucs

. and o~
c; and &

by substituting in the nominal values of the part characteristics other than hfe'

The constants C3, +..,

*
A,

i
and the first order te

c
1

cjg can be determined by using

clhfe

i 1+ Czhfe

rms of a Taylor series for A

A c +ch

3 4
*
i

.

0.3854, and c
: 2

re

0.1642 x 10

+ + ¢ R4,

10

LAY

In this particular case

—y

Hence the function is very closely approximated by the use of a linear function as

previously indicated.

X
2

If we let

R4,

¢c +ch + ... + ¢
3 y re 10

then x 1is approximately normally distributed with mean
2

wx} = ¢ +c¢ uh_}t+ ... +c u{R4} = yu , say,
2 3 I re 10 2
and standard deviation
o{x } [c 2 (h_} + + 2 2 4
= o ves c R4} + 2
2 4 re 19 (R4} €55 ofh o} olh o} pih oohye}
1

+...1 /2 - , say.

g
2

Furthermore, hfe and X, have approximately a bivariate normal distribution with

mean vector u = (”1’“2) and covariance matrix, where

\

- —
o 0 agp
1 1 212
2
g op o
1 212 2
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where

P is the correlation between h and x .
12 re 2

At this point it is possible to obtain the probability that Ai is less
than or equal to a, i.e.
P{Ai i alU,E},

by numerical integration. Because the function is very nearly linear it is not

necessary to use the bivariate normal tables for techniques for performing this

integration.
Example 6 - Fixed Time Distribution - Analytical
Static Inverter Voltage Regulation Loop

In the case of the static inverter the average three-phase voltage,

V, can be expressed approximately as

6.2352
V = 2.3425x + - + f(vz, k¢, ¢k, ces) .
where
_ R73 + o R74
¥ = R73 + RI4 + RIS .
If
V - 2.3425 x - 6—2)3(2

is used as the dependent variable in the program for sensitivity and worst case

analysis, then an approximate expression can be obtained for V as

V = 2.3425x +6'2—)3(52

-3
+ 13.228Vz + 0.19 x 10 R75

6
- 0.0235 R"G + 0.301VG - 0.745 x 10 ¢K

6
- 0.746 x 10 ¢s
If Vz, R75, ..., ¢s have a multivariate normal distribution with mean values,

standard deviations, and correlations given in Table 9, Section 3.2.2.2, then the

expression for V can be written as

V o= 2.3425% +

6.2352 +u
X
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2
where u has mean p{u} and variance o {u} as given below.

u{u}

6
13.228 u{Vz} + ... - 0.746 x 10 u{¢s}

2 2 2 6.2 2
o {u} (13.228) o {Vz} + ...+ (0.746 x 10 ) © {¢S}

L
+ 2(13.228)(0.19 x 10 ) o{Vz} o{R75} p{Vz,R75} + ...

Now the probability that V lies within prescribed bounds i.e., a <V <b, is

given by

P{a<v<b} = P{2.3425x +

6.2252 +u < b}

~P{2.3425x + 4+ u < a}

6.2352
X

Thus the problem has been reduced to that of approximating an integral of the
bivariate normal density function (assuming that x and u have a bivariate normal
distribution) over the region defined by the above equations. Suppose that u and

x are independently distributed then

P{2.3425x + é;g%é& 4+ u < b}
b-2.3425% - 222322
Pm X
2 2
= 1 exp{- —l—z (x-u ) }dx L exp{- —lz (u-u ) l}du
27 o 20 x V21 o 20 u

J X X u u
) o _ 6.2352
= p{x}dx -« ¢(b-2.3425x - My / cu)

If t is large, ¢(t), the normal distribution function, may be approximated by
2
1 -3t
l—O(t)’\'———r/—e .
(2m) "2t
See Feller (1950, p. 166 and 179 for a discussion of this approximation.
Hence, for this condition the integral reduces to a one dimensional integral
which can be evaluated by standard numerical methods, e.g. Simpon's rule.
If the variable x accounted for almost all of the variation in V, it

would be possible to approximate the desired probability by ignoring the remaining

variables and using
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P{3.6604 + 2.3425x +i°liﬂ

P{V < b} < b}

2
P{2.3425x + 3.6604x + 6.2352 - bx < 0}

(]

P{c(b) <x < d(b)}
where c(b) and d(b) are the roots of the quadratic equation
2
2.3425x + 3.6604x + 6.2352 - bx = O,

Thus P{V < b} can be determined for several values of b and the distribution of
V can be estimated. Similarly one can determine P{V < a} .

The various approaches to the solution of the probability estimation
problem depend on the relative importance (sensitivity) of the variable, whether
or not they are correlated, the degree of non-linearity of the most important
variable, etc. The techniques suggested are approximations of various types
but they should givé further insight to the distribution of the dependent variable.
Their use may also supplement a pure Monte Carlo simulation.

The fact that a normal distribution has been assumed does not limit the
use of some of the above techniques but only some of the specific results. If one
assumed a uniform distribution, for example, some of the approximations given
above could be replaced by exact values.

If the simplifying assumptions made in the above analysis cannot be
made then it would be necessary to use a method of simulation. In order that
some of the techniques might be used subject to real world time constraints, a

collection of appropriate computer subroutines would be required.
3.2.2.4 Empirical

As stated in Section 2.0 the ideal method for estimating the reliability
of an equipment is to observe its behavior under actual environmental conditioms.
Of course, this procedure is not practical nor usually possible during the early
design stages. In the production stage and subsequent usage stages it may be
possible to observe the equipment or specific elements under actual conditioms.
These observations can then be used to estimate some of the characteristics of
the distribution of the performance attributes or the distribution. The use of
previous test results on similar equipment should be very helpful in the early
stages of a testing program. See Section 3 for a discussion of the methods by

which one may combine past and present test results.
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3.2.2.5 Discrete States

In this technique the distribution of each of the independent variables
is represented by dividing the range of each variable into a relatively small num-
ber of intervals, and then assigning the probability associated with each interval,
i.e., a histogram. Thus the range of an independent variable is covered by a lim-
ited number of discrete states. For each combination of the independent variables
there will be a resultant value of the dependent variable if only a single value
for the independent variable is associated with each interval. The value of the
dependent variable is computed directly from the functional relationship, with an
associated probability which is computed from the joint probability of the inde-
pendent variables. If there arem independent variables with n discrete states,
then mn values of the dependent variable will be obtained, with each possible com-
bination having an associated probability. In an investigation of this technique
it is proposed that the limit values of each interval of the independent variables
be used. Here the range of the dependent variable is divided into a number of in-
tervals, k. Now when any of the computed mn intervals of the combinations of the
dependent variables overlap any of the k assigned intervals, then the probability
associated with the computed interval is proportionally assigned to the k assigned
intervals which are overlapped. The probabilities associated with each of the k
intervals are added to give the final result, which is the histogram of the de-

pendent variable.
3.2.2.6 Miscellaneous

Two additional approaches for finding distributions have been suggested
for reliability applications. They are somewhat similar in that both use the prop-
erty of the product of characteristic functions to provide distributions of sums.
One of these approaches, Gray (1959), uses a picewise polynominal approximation of
the distribution of the dependent variable. The other approach, Draper (1961),
uses semi-invariants (also called cumulants) to represent the distributions of the
independent variables. Semi-invariants are functions of central moments. Here the
functional properties are then used to obtain a semi-invariant representation of the
dependent variable. Then semi-invariants are converted to central moments, from
which the distribution of the dependent variable can be fitted.

These approaches have similar advantages and limitations. Both can treat
more complex distributions; neither treats correlation; and non-linear and inter-
action terms are ignored. There is no evidence of any applications of these; both

could be manually applied for simple problems.
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3.2.3 Time Varying Distributions

Sometimes the variation of the part characteristics are known at discrete
times in the life of the part. For example, it may be known that the mean value
and the standard deviation of a part characteristic changes with time according to
some empirical relationship. This result can be used in conjunction with a mathe-
matical model to estimate the distribution of the performance attribute at discrete
times in the life of the equipment. Figure 10 gives an illustration of a typical
time varying distribution. Furthermore, one may know that the part characteristic
is temperature dependent and that the effect is reversible. Hence, the times that
one selects to study the performance attribute should reflect the nature of the
mission profile.

To obtain the distribution empirically from physical models would require a
large number of such items for testing purposes. Normally the procedure would be
to obtain an empirical model first and then propagate the distributions of the
indeperdent variables by means of the mathematical model to obtain estimates of

the distributions of the performance attributes.
Example 7 - Time Varying Distributions - Moments

Linear Amplifier

Inputs

See Section 3.2.2.1 for the model and the means and standard deviations of
part characteristics at time zero. It is assumed that the tramnsistors h~parameters
increase bZ about 5 percent of their respective nominal values over a period of
time of 10 hours. Furthermore, none of the resistances are altered significantly.
The standard deviation of the drift rate is assumed to be 1 percent. Assuming the
drift is essentially linear would allow one to estimate the characteristics of the

performance attribute current gain at intermediate times or as a function of time.

Let

hfe(t) hfe(o) + d1 u{hfe(o) It

and

hoe(t)

hoe(o) + d2 u{hoe(o)}t,

where d, and d, are the relative drift rates of the corresponding h-parameters.
In this case the means of both d; and d; are put equal to 5 percent (of mean

parameter value at time o) per 10,000 hours or 5 x 10 units per hour. The mean
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values of the h-parameters as a function of time are given by

ulhe (£)) = ulh, (0} + ufd Julhe (o)}t
-4
= 102 +5.10 x 10 t
and
- -8 -9
u{hoe(t)} = 556 x 10 + 2.780 x 10 t.

The variances of the parameters values at time t are

2 2 2 2 2
o {hfe(t)} o {hfe(O)} +o0 {dl} u {hfe(o)}t

-8 2
123.21 + 1.0404 x 10 ¢t

and

-9 -19 2
4.706 x 10 + 3.091 x 10 t .

~2
o {hoe(t)}

These means and variances are then substituted into the expression for current

i
gain Ai

standard deviation of Ai at time t are

as given in the example in Section 3.2.2.1. Thus the estimated mean and

N N -4
u{Ai(t)} = u{Ai(o)} +5.10 x 10 t (0.387)
-9 N
+2.780 x 10 t (-0.742 x 10 )
-4
= 39.38 + 1.767 x 10 t
and
~ ~2 2 -8 1/
a{A ()} = [0 {4,(0)} +¢ (0.1575 x 10 )1 ‘2.

The estimated mean and standard deviation of Ai are shown as a function of time t
in Table 11.
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Table 11

Mean and Standard Deviaiton of Current Gain A, Versus Time t

i

t u{Ai(t)} c{Ai(t)}
0 39.38 3.910
2500 39.82 3.911
5000 40.26 3.915
7500 40.70 3.921
10,000 41.14 3.930

t(time)
——

N

Figure 10 - Drift of Attribute y(t) Illustrated as a Time-Varying Distribution
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3.2.4 Random Processes

In some reliability assessment problems the performance attribute of an
element may be represented by a stochastic process (such as an error in system
output) during the period of operation (0 <t <T, say). Let such a process be
denoted by y(t) and suppose there are limits a and b such that a j_x(g) <b

ensures satisfactory operation. Some reliability indices which are useful are:

1. The mean and variance of the number of crossings of the
bounds a and b,

2. The proportion of time for which the process lies within
the limits a, b, (See Figure 11 below for an example).

3. The mean and variance of the area outside the limits w(t) = a,
y(t) = b, and between the curve given by a realization of the
process and these limits, and

4. The above indices may also be obtained from curves ua(t), ub(t)

in place of the limits a, b.

All of the above indices are to be discussed in a book to be published in the
near future, Cramer and Leadbetter (1966). In the meantime, one can refer to papers,
Leadbetter (1963, 1965), Leadbetter and Cryer (1965), and Cramer (1962) for a discus-
sion of the techniques, assumptions, and the type of results one can obtain. An
example is given below tao indicate the essentials of the procedures. No theoretical
discussions are given herein.

Figure 12 illustrates the procedural flow of the analysis for stochastic

process applications.
Example 8 - Random Processes - Analytical

Reliability of a Linear System with Random Inputs--An Example of the Use of the

Spectral Moments

The use of the theory of stationary normal processes in evaluating system
reliability has been discussed by Cramer (1962). The following discussion is
designed to show how these methods can be used in a particular case--that of a
single degree of freedom gyro. Specifically we consider the system destribed by

the block diagram at the top of page 63, where Laplace transform notation is

employed.
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a) Attribute Behavior

y(t)
b
a
0 £
b) Special Function for Defining Failure
w(t) = time that y(t) < a or y(t) > b
w(t)
w" _____ —_——— e | e | = e e i o - - — e
Failure for w(t) > w"
7z
0

Figure 11 - Example of Non-monotonic Drift Behavior and One
Possible Method for Defining Failure
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INPUTS

TECHNIQUES

\

OUTPUTS

Functional
Relationship
Model

Part and Interface
Time-Varying
Distributions or
Stochastic Processes

Repeat

Fixed Time
Techniques at
Discrete Times

Stochastic
Processes

. Analytical
. Experimental

Performance Varlations
. Distributions at _
. Discrete Times
. Stochastic Processes

Life Time
. First Passage Time
. Area Cumulation Time

Figure 12 - Time-Varying Distribution and Stochastic Process Techniques
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T
+ Tn 1 ¢ + + 1
"?——’ 7 P s » —1 [
- Js Is +Ds

F(S) “

Here T is a random torque about the gyro input axis
U is a random torque about the gyro output axis
I and J are moments of inertia
D is a damping factor
F(s) is the transfer function of the compensating

network and servo motor.

As a specific case the following were taken for values of the constants and F(s)

y 3 5 6
J = 10, I=10,D=10, H=10 c.g.s. units
2
4
F(s) = 5.6 x 10 .147s+1
(.0306s+1)

It is assumed that the system can be considered reliable if various quantities
of interest stay within (or rarely go outside) certain limits during the period of
use. One such quantity is the angular displacement ¢ about the gyro input axis. We
have the following equation, from the block diagram, in terms of Laplace transforms,

relating ¢ to the input torques T and U:

¢ = y(s)T + &(s)U
where
v(s) = (Is + D)/P(s)
8(s) = -F(s)/(sP(s))
P(s) = Jsz(Is + D) + HF(s).
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Assume now that U and T are normal stationary processes with zero means and
spectral densities fU(A), fT(A) respectively.

Then ¢ will not be stationary since the transfer function from U to ¢ has
a singluarity at the origin. However, the derivative $ of ¢ is a stationary

normal process with zero mean and spectral demsity given by

2 2 2 2
£,00 = 2 Y@ [ £,00 + 2 s | £,00.

One U-input of great interest is the random part of the torque due to gyro
"drift-rate." In general U contains low frequency components only and the function
|A6(i1) | is nearly constant for X small (i.e., in the range where f, is appreciable).
Thus the spectrum of ¢ , when U is the only input, is very close to being merely a
multiple of that of U. That is, the network does not alter U, as far as its
effect on & is concerned. This means that if U is a stationary normal Markov
process, then in the absence of T, % is also Markov and results obtdined for Markov
processes may be applied.

Consider now the input T which could, for example, arise from random external
disturbances. It will, typically, contain high frequency components. For the
purpgses gf illustration it will be assumed that T has a spectrum of the form
A/ + mo), where A and W are constants. In particular this implies that the
variance of T 1is nA/(ZwO). ]

The spectral density of ¢ can be evaluated using the formula quoted. For
the application of the theory of normal stochastic processes, the moments of

f = f$ are important. That is, it 1s necessary to calculate the values of

-]

21
XZi J AT £(X) da

0

for certain values of i. For the use of certain formulae, A , A2, and Aq are
needed. However, in the example chosen, £f(\) is of the order A-% for large A
(which is seen from its definition). Hence only the moments AO and AZ exist.

However, this is enough for some applications.
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Expected Crossings of a Given Level

Consider now the number of crossings of a given level, a >0, which the process
é(t) will make during (O, To), the mission duration. Let this number of denoted
by N(To).

It is known that the expected number of such crossings is

T A, 2
E(N(T )) = “—° /;—2— @ /200

Using this result we can, from a knowledge of Ag and A, , calculate E(N(To)) for
any particular a > 0. The A's are calculated under the assumptions that the

U-process is absent and that the spectral density of T has the form

2 2
fT(A) = A/ (A +w)
0

where in Case 1w = 10, A = 0.10

0.0316

and in Case 2 w 1, A

o NoOo N

(the A's being chosen so that the total "power" in each of the spectra is the same).
Corresponding to cases 1 and 2 above the following values for Ag s A, are

obtained (by numerical integration):

Case 1
-12
A = 1.09 x 10
0 -10
A = 1.29 x 10
2 -12
AA = ,536 x 10
v -10
AZ = ,412 x 10 .

Using these Ai’ the expected number of crossings has been plotted in Figure 13
as a function of the level a, in each case, for an operating time T of 4 hours.
These calculations have assumed certain forms for the spectra of the "input"
disturbances U, T. In practice these spectra would have to be estimated. The
estimation of the U-spectrum would presumably offer little difficulty provided
continuous records of gyro-tests were available. A corresponding estimation of
the T-spectrum is likely to be more troublesome. However, it is felt that it is
at least possible that satisfactory estimates of the important quantities could
be obtained from analysis of "meteorological-type'" data. The only other quantities

occurring in the formulae are the gyro constants which, of course, are assumed known.
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CASE 2 CASE 1
Wt =1 w? = 10
[e] o]
(A = .0316) (A= .1)
10|
5-
)]
o0
=]
o~
g -
a 1
1 81
[}
Y
o
Mo .5
L0
§
=
o
[}]
&~
(8]
[ ]
a.
>
23]
.1-
.05
.01 , . : : :
.5 6 .7 .8 .9 i 11 1.2

Figure 13 - Mean Number of Crossings
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Graphs such as Figure 13 when available, provide useful indices by which to
judge the system performance. It is to be noted, however, that in cases such as
these we can also obtain an upper bound to the probability that the level a will
be crossed at all during (0, T). For if Pj is the probability of exactly j

crossings, (j =0, 1, ... .),

i
=g

.

s

E(N(T ))
0

Hence

P >1-E®MNT)) ,
0= 0

i.e., we have a lower bound to the probability, PO’ that there will be no crossing
in (O, T'). Since one way of defining system reliability would be the probabllity

that no crossing of the level a occurred, this would yield
Reliability > 1 - E(N(To)) .
For example, in Case 2, if the level a is chosen to be .75 degrees per hour, then
Reliability > 1 - .176
i.e. 82 per cent.

The discussion above has been carried on in terms of 5——good performance being
interpreted in the sense of keeping 5 small. (We have been considering a one-sided
case but the modification to a 2-sided case involving levels * a, is obvicus.) In
general, other quantities would be of greater interest than é, e.g., ¢ itself, or
some velocity error. The discussion for $ was done because of the simplicity intro-
duced by stationarity, but other cases could also be considered.

Finally, the application has been confined to fhe evaluation of the expected
number of crossings. Other quantities such as the mean time outside given levels,
mean "area outside given levels" etc., can be calculated in similar ways. The only
difficulty arises in cases where it is necessary to use Ak, which does not exist under
the assumptions above. In such cases it would be necessary to use a form for the
spectral density fT(A), say, which tends to zero faster (as A ™+ = ) than that

used above.
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Markovian Model

Theoretical work and experimental applications have been conducted on using
a Markovian model for explicitly extending this discrete-state approach to include
time considerations, Brender and Tainiter (1961), Tainiter (1963, 1963a). Here
the variations of the independent variables over time are assumed to follow
stationary Markov laws. Distributions of the independent variables and the
transition probabilities for given time intervals can be obtained., By
bounds to the dependent variable, a reliability for a given time is obtained
based on the probability of the dependent variable being in a failed state. Tech-
niques for implementing this approach are given in the references, including tests
for the validity of the assumptions. A by-product of the procedure cited for
efficiently partitioning the independent variables into discrete states is sensitivity
information for identifying critical variables. Also, it is noted that correlation

among the independent variables can be considered.

3.3 Outputs and Uses

Typical outputs of the analyses are worst case limits of the performance
attributes, moment or distributions of the performance at discrete times, sensitivity
measures, (linear and non-linear effects), Interactions, identification of the most
important parameters, and descriptions of attributes as random processes. The
outputs may be used in trade-off and optimization analyses, selection or screening
techniques, identification of needs for manufacturing control, human factor considera-
tions, and system effectiveness/cost analyses. One of the most important outputs is
the identification of design weaknesses and the requirements for improvements in the
equipment reliability. The performance and reliability indices so obtained can be

used in comparing various designs for selecting parts.
Optimization Techniques

All of the techniques mentioned above are of the type for analyzing a given
design, and could be used for comparing alternate designs. However, none were
design techniques in the sense of arriving at an optimal condition, i.e. a minimum
variation of the performance attributes subject to desired nominal values, where
the number of possible alternate designs was so large as to be impracticable to
individually analyze for comparison. Various techniques have been developed in
recent years for some classes of optimization problems, i.e. linear programming,
non-linear programming, and dynamic programming. Here the objective is to find

the values for a set of independent variables which will optimize some function of

68




the independent variables, and at the same time satisfy certain constraints on the
independent variables. The linear-programming technique has been proposed by
Jelinek (1964) for application to assist in the design of certain circuits. The
type of information developed for worst case analysis is similar to that needed

for using linear programming procedures. The objective is to minimize voltage

and power stress levels, which is related to the criticism that worst case designs
are over-—conservative. It seems that simultaneous application of worst case design
techniques and where the necessary conditions are satisfied, the linear programming
optimization technique, show some promise in lowering the detrimental effects of
worst case over—conservatism. However, this approach only touches a small part of
the over-conservatism problem.

No references were found proposing application of a design optimization
approach that would be related in some way to probabilistic performance variation
analysis. Simultaneous analysis of the drift and catastrophic failure of
several alternate designs was proposed and illustrated by Becker (1963). Here the
drift reliability was obtained by placing bounds on the distribution of performance
attributes, and the reliability-life indices are obtained from the conventional
failure rate vs. stress curves. The resulting reliability predictions have some

use for comparison of alternate designs.
Example 9 - Optimization Technique - Specification Problem

The variation of each of the performance measures can be expressed as a
function of the specified variation on each of the part characteristics by means

of one of the formulas of the previous section, for example,

~p -
o {Y} = ZZ'Yin Cov{Xi,Xj} .

Furthermore, it is possible to express cost, weight, size or some other pertinent
performance measure as a function of the U{Xi}. For example, the cost of 10%, 5%,
and 1% resistors increases as o; = U{Xi} decreases. These costs can be obtained
from catalogues of manufacturers. One problem is to determine for minimum cost the
fgecificagions that should be placed on the part characteristics in order that

o {Y} <K . Thus one minimizes

cC = co + 3 ci{oi}
where

c0 is some fixed cost, and
g is the cost of the i-th component as a function

of oi.
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Note that the cost function may be simply a table of values. The minimization of
cost is to be done subject to

~2 2
o {¥Y} <K
or

;{Y}iK.

An example of this approach is given in Tommerdahl and Nelson (1963).
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4.0 Reliability-Life Techniques

Reliability-life techniques refer to those procedures which treat each part
of an equipment or circuit as being in one of several possible states. The
states may be non-failed, failed open, failed short, etc. Either discrete
probabilities are assigned to the various states or an appropriate distribution
of time to failure is assumed along with the conditional probability of failure
in one of the failed states. The widespread approach is to simply have two
possible states for an item, non-failed or failed. Approaches using only two
states will be referred to as conventional and general two-state, depending upon
the assumptions. If the catastrophic failure modes of open and short are used
as the failed states and there is a single non-failed state, the item has a
total of three possible states. It is, of course, possible to have more than
three states. When items are combined an open or short of an item may not
result in the combination of items being failed. Approaches where three or more
states are considered for an item will be referred to as N-state.

In the reliability-life techniques the items are related on a logic basis
such as a tree diagram, truth table, or reliability logic diagram. This structure
of the relationship is in contrast to that of the performance variability tech-
niques previously discussed in Section 3, which used the deterministic model of
the functional relationship between independent and dependent variables. Further,
the performance variability techniques used as the other basic input, variation
information of the dependent variables which could be probabilistic or deterministic;
the reliability-life techniques use a probabilistic description of the possible states
of lower level items as the other basic inputs.

The general procedure for perfofming reliability-life analyses is outlined
below as orientation for discussion in later sectioms on various techniques.
Application of a particular technique emphasizes or de-emphasizes different

features of the procedure resulting in different outputs.

Basic Procedure

a. The mission operational profile is used to establish mission
functions, operating times and sequences, and the enviromments.

b. A reliability logic is established for the system being considered.
It reflects each function that is to be performed, and the other
necessary operational profile considerations of step a. A success

diagram for a function to be performed is obtained by selecting the
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combination(s) of lower level item states in which the system
will be considered to successfully perform.

c. A reliability index is selected for each item included in the
logic diagram. It may be of a discrete nature, or a failure
time distribution.

d. Mathematical probability models are developed by applying the
fundamental probability laws to b and c, or the information in
b and ¢ are combined by simulation.

e. The results of d are used for obtaining numerical reliability
figures (prediction) and for performing analyses which are

useful for reliability improvement (assurance and trade-offs).
These are:

(1) Predict numerical values of system reliability index(es)
for the function(s) which the system is to perform.

(2) 1Identify the sources which have the largest effect on
the system reliability by sensitivity analyses.

(3) Establish the possible variability in (1) which results
from the uncertainty of numerical values associated with
the reliability indices of the lower level items.

(4) oOptimize system reliability in applicable situations by
appropriate choice (allocation) of the reliability figures
of the lower level items or of the configuration of the

system.

The procedure described in the above outline is illustrated in the flow
diagram of Figure 14. Inputs refer to steps b and c of the outline, step d
refers to the procedures, and step e refers to the outputs. Inputs, procedural
techniques, and outputs are discussed further in the following sections. The

reliability-life techniques were given in Figure 5 of Section 2.3.2.
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4.1 Inputs

The two inputs for a reliability-life technique are (1) the manner by which
items are related from the reliability viewpoint and (2) the manner by which the
characteristics of each item are described from a reliability~life viewpoint. A
perspective of these two inputs to a reliability-life analysis is shown in the

flow diagram of Figure 14 . These inputs are discussed in the following sections.

4,1.1 Logic Relationship

The reliability logic may be developed in one of a number of ways, such as
a tree diagram, state-space diagram, or truth table, which reflects the possible
combinations of the states of the items which make up the system. A Boolean
algebra model can also be used to express how the item states must combine in
order to achieve successful performance. The complete relationship of possible
states is not usually developed to the smallest possible level of detail, but
rather simplications or approximations which are apparent are made as given in
Muller(1964). Normally only the success paths are used because of their smaller
number, and these are often sketched in block diagram fashion. Note that in a
complex system determination of the success paths is not a simple task, particularly
if there are redundant paths and if items have more than two states. Thus, the
logic which is viewed here as an input can be a significant analysis by itself, in
terms of both the effort required and of the utility made with just these results.
The logic relationship can also include events associated with the operational
profile in addition to the states of the physical items comprising the system.
Here the events could be environments, inputs, or loads. If these events are
included, the input indices will be expanded to include some form of probabilistic

index for the states of each event.
4.1.2 1Indices

An index is associated with each of the possible states of each item. It
may be discrete or be related to a time distribution. The choice depends on such
factors as the nature of the item and its use. The manner by which the analysis
techniques are classified below is largely related to the form of the indices.
Choice of the parameters associated with an index must reflect the effect of the
operational enviromment and of the grade or "quality" level. These reflections
are handled in a number of ways, as an "expert opinion", generally accepted

graphical relations (handbook curves), or generally accepted analytical relationms.
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The latter may have a theoretical basis, as the Eyring Model, or reflect historical

data, as the regression model Von Alven (1964).
4.2 Techniques

4.,2.1 Conventional

There has been a prevalent approach to reliability-life anmalyses that
historically started with the earliest military oriented applications and is currently
continuing. An item is simply considered to have two states, failed or non-failed,
and each item initially is assumed to be in the non-failed state. Independence is
assumed between all items. The reliability of each item is either treated on an
attribute basis or on a constant hazard (or failure) rate basis. These conventional
approaches are loosely defined by the techniques found in the various reliability
handbooks which are DOD sponsored or oriented such as RADC (1961) and Mil Hdbk-217
(1962). Handbooks of this type typically list equations obtained from one of the

conventional techniques listed below without deriving the equatiomns.

4.2.1.1 Discrete Probabilities

In this non-parametric approach discrete probabilities are associated
with each of the two states of each item. The system reliability is simply the
probability associated with the system success state(s). A simple series system
has one success state, and a redundant system has more than one. Boolean algebra
approaches are sometimes used herg Lloyd and Lipow (1962). This discrete approach
is often used for "one-shot" items e.g., explosive devices and systems. A
discrete time representation is often used in the initial steps of formulating a
more detailed model, where it may be extended to continuous time by either sub-
stitution of the continuous time distributions or by using them for obtaining the
appropriate reliability index of the discrete model.

A more flexible approach to discrete-time model representations for
reliability—life is to employ Markov chains and matrix-theory as given in Feller
(1950). The applications in reliability analyses are typical for the assumptions
of a first-order Markov process where the transition probabilities are conditional
on the preceding step only. A matrix of transition probabilities can be used to
represent the discrete time intervals for the successive phases of a mission as
described by Jagodzinski (1963). Further, the system can initially be in any

state, and each item does not have to be in the non-failed state.
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4.2.1.2 Exponential Life Distribution

In more conventional analyses the discrete-time approach is extended to
a continuous-time basis by assuming that the time to failure may be described by
the negative exponential distribution which exhibits a constant hazard rate. All
other simplifying assumptions remain the same as described in Section 4.2.1. The
failure rate parameter of the exponential distribution is often considered for
either each generic class or each individual part (e.g., resistor or transistor).
Tables have been published relating part failure rates to stress levels; see e.g.,
RADC (1961). The failure rate for serial paths is simply the sum of the indivi-
dual component failure rates. Another approach for obtaining the index 1is to
consider an item at a higher level of complexity which does not contain redundancy,
such as an electronic equipment, and to use regression models which essentially
relate the hazard rate of the equipment to a number of variables such as the
quantity of various active part types and the nature of their application, such
as analog or digital as described in Von Alven (1964). This approach is especially

applicable during early time phases of a program prior to detailed equipment design.
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Example 9 - Conventional Reliability~Life Technique - Exponential Life Distribution

Static Inverter

A conventional reliability prediction analysis has been performed for the
statie inverter (SI) circuitry, analyzed in Volume II, assuming the exponmential
life distribution for components. The analysis was performed with the redundancy
as included in the original design and also without redundancy. The analysis is
presented here for the purpose of emphasizing the assumptions of the analysis and
as an introduction to Section 4, which discusses the integration of performance
variation and reliability-life analyses.

The inputs and the method for the failure rate analysis are discussed below.
All the assumptions used in the analysis are noted. Some general remarks are

made at the end of the example discussion.

Inputs

The inputs to such an analysis are the reliability logic diagram, mission
profile, generic failure rates, environmental and application factors.
For purposes of this analysis an earth orbiting satellite mission profile

was assumed.

Assumption 1 The profile and the environmental factors (KE) are given in Table

Table 12
_ Mission Profile Environmental
Stage Description Time (hrs.) Factors
1 Pre-~launch 6peration 720 0.001
2 Launch 1/4 900
3 Satellite in orbit 720 0.9

Assumption 2 The environmental factors as given in Table 12 are independent
of the component or part of the SI and are only dependent on the stage of the
mission. The KE are corrected or adjusted values based on the collection of

values reported in Earles (1960 a, b).
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The environmental factors for stage j (KE ) are used to adjust the generic

failure rates (GFR) for the particular mission stage. There is a great difference
of opinion in the field as to the manner of using these factors. For example,
some feel that they (KE) should be conditional on the part, see for example
Ryerson (1965). Others feel that some modeling techniques should be used to
adjust the GFR for the environment and application conditions as described in
MERIT INDEX of Proven Parts and Sources (1964). Still others prescribe procedures
for a more detailed breakdown of the variations in these rates such as that
described in Madison, Gottfried, and Herd (1963).

The generic failure rates and the application factors (KA) were obtained
from Earles (1960 a, b).

Assumption 3  The application factors KA were all determined for 30°C. and

50 percent of rated electrical stress.
Assumption 4 The GFR's are assumed to be constant for the total mission time.

Assumption 5 The application factors KA are assumed to be dependent on the
i
component and not on the mission stage.

Using the above assumptions the failure rate for the i-th component for the

j-th mission phase, Ai j can be obtained by
’

Method of Analysis
In the following analysis three versions of the SI circuit are considered
for comparison with this technique. Logic diagrams of the three versions are

shown in Figure 15.

Original Version (Without Redundancy)

The original version of the actual circuit contained redundancy as shown by
the center diagram of Figure 15; however, to assess the potential improvement by
using redundancy all redundancy is removed yielding the upper diagram containing

only series elements. Note that the coupling circuits for terminating the timing
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Figure 15 - Inverter Logic Diagrams for Reliability Prediction
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generator redundancy is not required. Also, the original version of the six-volt
regulated supply (element 21) contained internal redundancy which is eliminated

to provide a simpler version (element 2IM-1).

Assumption 6 It is assumed that the failure rates can be summed, and thus
independence of the component events of failure or success must hold.
With no redundancy the failure rate for element e in the j-th mission phase

is obtained by adding the failure rates of the individual parts.

‘e, = Iimiri Ky Kg

where n, is the number of parts of type 1i.

Assumption 7 It is assumed that failure of a part, by any mode by which the
failure rates are estimated, implies failure of the SI.

Finally, the failure rate of the SI for the j-th mission phase is given by

‘1,5 = & e,
‘1,5 = & it Ka Kg

i 3

and the reliability for the entire mission is given by

R = exp{-gT ; ASI,j} = exp{—§§§ oAy KAi KEj Tj} s

where Tj is the length of the j-th mission phase. The exponent in the last formula
amounts to adding all component failure rates (with each multiplied by its appropriate
application factor KAi) adjusting this product by the environmental factor KE. for
each phase, multiplying by the mission phase times Tj and summing over the mi;sion
phases. The procedure above is presented by phase because in general where
redundancy is involved, one usually has to perform the calculations for each
phase.

Tgble 13 presents computed values of the expected or mean number of failures,
me(XIO ), by elements for each phase and for the complete mission, i.e.,
= TI n A, K K T

= A T
e e37] ii 171 A By

m
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Table 13

Failure Rate Analysis - Static Inverter Original Version (Without Redundancy)
Expected No. of Failures, (me x 106)

m

%

Mission Phase

m

e

Element No. 1 2 3 Complete Mission
21M 0.02 30.4 87.5 117.9
24 0.35 75.8 218.1 294.3
26 0.10 23.8 68.5 92.4
28 0.17 37.8 108.9 146.9
30 0.14 33.3 95.8 129.3
46 (47,48,49,50,51) 2.22 578.1 1664.2 2244 .4
52 (53,54,55,56,57) 6.72 1968.0 5665.1 7637.9
58 0.06 3.2 9.0 12.2
59 0.66 172.8 497.2 670.6
60 0.83 216.7 623.6 841.0
61 0.18 51.3 147.8 199.3
62 0.41 102.9 296.0 399.3
63 0.68 195.5 562.8 758.8
64 0.71 195.9 563.8 760.2
Static Inverter (mSI) 13.25 3685.5 10608.3 14304.5

Hence the failure rate for the static inverter (non-redundant case) for the
assumed mission is 0.0143. No attempt has been made to obtain limits on this
failure rate by using the individual limits as they are not available for many
components. The probability of no failure in the SI for the assumed mission is

..
Si

R = e = 0.986 .

Assumption 8 No allowance was made in the above analysis for possibility of

failures due to poor’workmanship during assembly.

Original Version (With Redundaﬁgy)

The logic diagram is shown by the center diagram in Figure 15. The elements

with internal redundancy will be considered first.
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Assumption 9 The component events of failure (or success) are assumed to be

independent in the case of redundant components.

Six-Volt Regulated Supply (Element 21)

This element consists of two redundant paths. For the most demanding phase,
i.e. phase 3, the failure rate for one path, is 180 x 100 , and the probability
that there is no failure in the path is

-130x10‘6

P = e = 1 - 0.000180

The probability that either ome or both of the paths of element 21 operates

successfully is

2 -6
= P, (1-p0) ~ 1 -0.032 10

R
(=1

ps,21

within the limit of the precision of the data.

Diode-Quad Coupling Circuits (Elements 34-45)

Each element consists of two sets of diode-quads (with a center shorting
bar) in series logic. Using only 2-state logic the diode-quad fails if a failure
occurs in both diodes in a parallel pair. The probability that both diodes of a
parallel pair do not fail is

2
l--pd
where P4 is the probability of failure of a single diode. Hence the probability

that a quad does not fail is
2 2
(1'Pd) b

and two sets of quads in series logic

2 4
(l_pd)
2
As 1 - P4 is very near unity the above may be written as approximately
2
1- de .
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For
-7
0.2 x 10 phase 1
=5
Py = 0.325 X 10 ; phase 2
5
0.934 X 10 ; phase 3

one obtains

=14
0.16 10 ; phase 1
2 =10
4pd = 0.422 10 ; phase 2
-9

0.349 10 ; phase 3
respectively.

Timing Section (Elements 16, .17, 22, and 23)

Let p0 denote the probability that the path containing elements 16 and 22

does not fail. Failure of either of these elements results in a loss of redundancy
but not failure of the SI. The probability of successful operation of the complete

timing section is

2 2
= +2p (1 - = 1-@1-p) .
P p, +2p (1 -p) P,

The mean or expected number of failures m, for the circuit containing elements 16
and 22 are given below in the following table for each phase along with the values of

1- p, and 1 - Pg-

Phase n(x10) -7 L -pg "
1 1.41 .0000014 0.0196 x 10__
2 341.1 .0003411 0.116 x 10
3 981.7 .0009817 0.964 x 10

The remaining circuits of the SI are in series logic and the mean failure
rates are the same as those given in Table 13 for the non-redundant case.

The failure probabilities for the original design of the static inverter
based upon the stated assumptions is approximately as given in Table 14
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Table 14

Failure Rate Analysis - Static Inverter Original Version (With Redundancy)

6
Expected No. of Failures, me(x 10 )

m .
I

Mission Phase

m
e
Complete
Element No. 1 2 3 Mission
-9 -2

21 0.625 x 10 0.39 x 10 0.032 0.034
16 in 17 -5

parallel } 0.196 x 10 0.116 0.964 1.080
22 with 23
32,33 .0.08 0.130 0.374 0.584

-8 -3 -2 -2

34 (35, ..., 45) 1.92 x 10 0.506 x 10 0.418 x 10 0.468 x 10
46 (47,48,49,50,51) 2.22 578.1 1664.2 2244.5
52 (53,54,55,56,57) 6.72 1968.0 5665.1 7639.8
58 0.06 3.2 9.0 12.3
59 0.66 172.8 497.2 670.7
60 0.83 216.7 623.6 841.1
61 0.18 51.3 147.8 199.3
62 0.41 102.9 296.0 399.3
63 0.68 195.5 562.8 759.0
64 0.71 195.9 563.8 760.4
Static Inverter (mSI) 12.55 3484.6 10,030.9 13,528.5
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The inclusion of redundancy has increased the reliability from 0.9857 to
0.9865. The increase is certainly insignificant in terms of the precision of

the failure rates used in the analysis.

Modified Version (With Redundancy)

The logic diagram for the modified version is shown by the lower diagram in
Figure 15. The M designation following an element number denotes the modifica-
tion. The modifications are described in detail in Vol. II. Note that two
modified six-volt regulated supplies (elements 2I1M-1 and 21M-2) are employed in
the redundant paths of the timing section. The expected number of failures for
these are the same as computed earlier for element 21M-1 in the original version
without redundancy. The electronic switches are modified to switch a higher
voltage but the same part types and configurations are used so that the expected
number of failures is unchanged. All diodes are eliminated from each of the
coupling circuits and replaced with two resistors. These are of types formerly
employed in the timing pulse amplifier which are each modified (along with
element 62) to eliminate two resistors. All other elements in the inverter are
unmodified.

The failure probabilities for the various circuit elements are listed in
Table 15. The reliability computed as described earlier for this version of the
inverter circuit is 0.9861 which lies midway between the values computed for the

other two versions.
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Table 15
Failure Rate Analysis - Static Inverter Modified Version (With Redundancy)

6
Expected No. of Failures, me(x 10 )

m m

|

&3 _e
Mission Phase Complete
Element No. 1 2 3 Mission
16 in 17 -5
{21M-1}  parallel [21M-2} 0.2 x 10 0.138  1.143 1.281
22 with 23
32M-45M 0.84 170.6  490.0 660.6
46M-51M 1.86 504.9  1454.2 1961.0
52-57 6.72 1968.0  5665.1 7639.8
58 0.06 3.2 9.0 12.2
59 0.66 172.8  497.2 670.6
60 ” 0.83 216.7  623.6 841.0
61 0.18 51.3  147.8 199.3
62M 0.35 90.7  261.0 352.1
63 0.68 195.5  562.8 758.8
64 0.71 195.9  563.8 760.4
Static Inverter (MSI) 12.9 3569.8 10,275.5 13,855.3

86




Remarks:

Many assumptions have been made in this analysis which are subject to
comment. No attempt is made here to support or to reject the assumptions but

only to indicate them. Some general remarks are given below:

1. The precisions associated with the estimated failure rates are
usually quite poor and consequently the estimated probability of
a successful mission for the static inverter is subject to con-
siderable error. However, if one is comparing the different
designs using the same components, the decision to use one design
in preference to the other may be robust with respect to the
estimated failure rates and the lack of precision associated with

them.

2. If the failure rates are estimated by collecting life test data on
a component under different environments, for different lengths of
tests, and for different failure modes, and other possible differ-
ences, it is clear that the estimates are subject to wide interpre-

tation.

3. 1In the above analysis it was assumed that failure of a component
implies failure of the system. If, however, a failure rate is
partially determined on the basis of drift out of tolerancé or
degradation, for example, the change in resistance exceeding a
given percent of the nominal value; a failure in this mode would
not necessarily imply SI failure. If the hazard rate is not

constant the estimated failure rates will very likely be biased.

4. 1If a reliability prediction analysis is to be coupled with a
performance variation analysis, it would be pessimistic to use
failure rates based on several failure modes including drift,

opening, shorting, noise, etc.

5. In performing a standard failure rate analysis it is recognized
that a failure mode and effects analysis (FMEA) would be more
meaningful. Such an analysis would require further information -
failure rates for each mode - in order to make a complete numerical

analysis.
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It is emphasized again that failure of some of the components or
elements will not necessarily result in SI failure, but will
result only in a degraded mode of operation (failure only in that

the performance requirements are not met) .

The effect of redundancy in all cases is to yield a probability

of essentially unity for successful operation by at least one path
within an element or within the SI. This result is clearly depen-
dent on the assumption that the independence of the operation applies;
that is, knowing that one element in one path has failed does not

alter the odds that an element in another path will fail.

In view of the many simplifying assumptions required and the pre-
cision of the data, it is concluded that the small differences

among the computed success probabilities are alone not adequate

to make design decisions for the best configuration. The results
are meaningful only when considered jointly with those of perform-
ance consideration, failure modes and effects analyses and component
stress analyses. This is demonstrated in Vol. II of this report in
which the modified version of the inverter circuit is recommended as
the preferred version even though its estimated success probability

is slightly less than the original version with redundancy.
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4.2.1.3 Continuous Markov Process

Another method of deriving conventional reliability models is to use
the approach of a first order Markov process and difference equations. Sandler
(1963), is mainly devoted to the derivation of models based on this approach. A
space-state diagram relates the possible transitions between the possible system
states. The postulate is applied: the probability of a state change during
(t, t+dt) is tdt plus terms of smaller order than dt and the probability that
more than one change occurs is smaller than dt. This approach leads to a set of
linear homogeneous differential equations, which can be solved for the probability
of success as a continuous function of time. Different system configurations
(series, active-parallel, and standby-parallel) lead to different success probability
functions, which are identical to those obtained from the approach in the preceding
section on exponential life. The Markov process approach can be readily extended
to include maintenance, which is really the advantage of this type of model
formulation. Here the state-space transition diagram is expanded from only failure
transitions to include both failure and repair transitions. The same postulate can
be applied to repair as was applied to failure, resulting in an expanded set of
differential equations. These can be solved for availability formulas. This
Markov process formulation is thus best suited for system level modeling where '
both maintainability and reliability are to be explicitly considered, but where
the operational profile and the system are not so complex that an analytical

approach becomes unwieldy.
4.2.2 General Two-State

Techniques which are more general than the conventional techniques of

Section 4.2.1 have been available but have not been as widely applied as the

»

conventional approaches. Some of the more general techniques are based on

moderate changes in the assumptions or on approaches which lead to relatively
straight-forward results. These techniques are of primary interest, as they are
potentially suitable for realistic applications. Other two-state techniques which
involve considerable analytical complexities are of secondary interest. The
analytical techniques which are discussed below are related to time distributioms,
and no further remarks are made on analytical formulations of discrete or continuous
time Markov processes in addition to those in the conventional techniques. Theory
exists for more general processes as discussed in Sandler (1963;p31). However,
these have not been typically applied to reliability problems, The more general

approaches discussed below are more suitable for practical applications.
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4.2.2.1 Continuous Time Distributions

A relatively simple approach to a more general treatment is to use non-
exponential distributions for the reliability of lower level items. This is
analytically straight-forward for the time-to-first-failure, e.g. for satellites
where repair is not feasible. However, when repair and the time to second, third,
etc., failures are considered this will become analytically complex because the
reliability and repair distributions for various items may have different shapes
and parameters. Even when repair is not considered but the system and the opera-
tional profile are complex, then an analytical approach using non-exponential
lifetime distributions may be unwieldy. In such cases the approximation or
simulation techniques which are discussed in the following two sections may be
suitable. The analytical treatment of general time distributions is best restricted

to simplified situations as the time-to-first-failure.
4,2.2.2 Time Distribution Moments

Analytical approaches suitable for realistic applications to continuously
operating systems can be developed without using complete descriptions of the
failure or repair time distribution. In a recent development of such a technique
only the means of the distributions were used, and no assumptions were made con-
cerning the forms of the distributions, DeSieno (1965). Formulas were developed
for steady-state availability, and the mean deviation of system up-times and
down-times. This approximation results in the restriction of the applicability
of the formulas to steady-state conditions. The main applicability here is at
the system level where maintenance is feasible and the interest is not solely
reliability. This approach is a rather recent development from a reliability

applications viewpoint.
4.2.2.3 Simulation

The most flexible technique for treating general failure and repair
time distributions of complex systems and operational profiles is simulation
(Monte Carlo), for example, see Hershkowitz, Wheelock, and Maher (1964). Logic
diagrams are used to define the combinations of components required to complete
the necessary functions. Each failure and repair time distribution is sampled
and a determination is made as to whether or not the function is successfully
completed. Success or failures of subsystem components may also be simulated by
generating random uniform numbers on the interval (0.1) with the interval (0,p),

p < 1 as the interval for the probability of success. Trials are repeated for
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desired confidence, and the outputs as reliability of sensitivity are obtained in

an experimental sense from the relative frequency with which pertinent events
occur. This approach has a quick reaction to changes in system configuration.
The large amount of computer time for a complex analysis with high confidence

is the primary disadvantage.
4.2.3 N-State

The notion of items which at the lowest level are considered to have
more than the two states was introduced previously in Section 4.0. Another
realistic example, in addition to the catastrophic modes of a failure of open
or short, is the consideration of whether a digital circuit used in a computer
remains failed in either the O or 1 mode. For such applications redundant
approaches may or may not improve the system reliability. Consideration of the
form of the failure mode develops a viewpoint which is potentially more useful
than the two-state approaches from the detail design engineering viewpoint.
However, the N-state approach has not received nearly the attention in reliability
analysis applications as have the two-state approaches. Extending any of the
conventional or general two-state analysis techniques which are applications
oriented is a straight-forward step. This extension adds additional inputs into
the analysis, but the basic concept and general analysis procedure remains the
same. Extension of the conventional techniques has been applied by Rhodes (1964),
Van Tijn (1964), and Sandler (1963), and the theoretical reliability developments
have been considered by Zelen (1965) and Levy (1962). An example of an N-state
analysis is given in Parker and Thompson (1966).

4.3 Outputs and Uses

The output of such analyses are reliability predictions (indices) for
successful operation of the equipment for the duration of the mission. One
can also obtain sensitivity measures of particular parts of an equipment or of
equipments of a system. Furthermore, the comparison of the various design
configurations can be made to indicate the preferred design based on life considera-
tions., Such information must be combined with performance and stress analysis
efforts as described in Section 2 in order to make a finmal decision., The reliabil-
ity indices may be used in trade-off and optimization analyses. For example, Susaki
(1963), applies the dynamic programming algorithm to obtaining optimum design

configurations.
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5.0 Combination of Past and Present Results

Referring to Figure 1 in Section 2.0 it is indicated that experience
with similar equipment is valuable in the analysis of proposed new equipment
designs. Two ways by which this can be accomplished are described in this
section.

The first approach is to use a model reliability growth as the equip-
ment design evolves from early models to advanced designs. For example, it
hat the equipment reliability is at least as good new as
that of all previous designs. Another approach is to assume that reliability
increases according to a given functional relationship between reliability
and the number of designs or number of equipments that have been produced.

See Barlow and Scheuer (1965) for a discussion of such techniques.

Another approach is to use Bayesian decision models which use past
experience to postulate prior distributions of the parameters under considera-
tion. For example, the true failure rate may be assumed to have a probability
density functionm, po(k), with a mean given by that observed for similar equip-
ment. There is also an empirical Bayesian technique which uses the prior
information to estimate the density function directly with observed relative
frequencies and without assuming an a priori demsity function. See Press (1965)
for a discussion of this procedure. The empirical Bayesian technique is not
discussed in this section as its use requires large samples.

In order to compare the techniques of using prior experience with
standard techniques which use no prior information, a simple example will be
employed.

Suppose that ten (10) equipments have been constructed and tested for
'1‘0 hours and that no failures have occurred. Furthermore, assume that at
several stages in the design cycle 20 similar equipments have been tested
under the appropriate environmental conditions and that one (1) item failed.
What is the reliability of the equipment?

First Solution: Use only the most recent test results on the equipment to

be used.

The estimated relative frequency of success is 1 and a 95% lower
confidence interval limit is 0.741. This lower limit 6 can be obtained by
using the formula given in Hald (1952, page 698).
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X

0
8 = — = 0.741
X + (n-x +1) v
0 0 P;
where

f = 2(n—x +1),

1 1]
£f = 2x ,

2 0
xo = number of successes observed,
n ) = number of trials made, and
vPZ = the tabulated value of the variance ratio for which

the probability is P2 of not exceeding, for f1 and

f2 degrees of freedom.

Second Solution: Use the reliability growth technique which assumes that the

reliability at the last stage is no worse than it was at any previous stage.

In this case all 30 items can be treated as though they were from the
same batch of items and the resulting conservative confidence interval estimate
is given by the same procedure as above (lst solution) with one (1) failure
and n = 30 items tested. Hence the lower limit is given by 0.850. This limit
is conservative in the sense that the confidence is at least as large as 95%.
Third Method of Solution: Using Bayesian method.

In this case assume that the prior denmsity function is given by the beta
function,
1 i-1 j-1
R = — R l_R
P, {R} B(LD) (1-R) s

where i and j are positive integers and may be chosen to be consistent with
the prior information. From previpous tests it is known that the estimated
reliability is
R = 19/20 = 0.95.
The above distribution has a mean
' 1 i-1 ji-1
! = R—7—<R = (1-R)77" ar
u{R} J B (1-R)
0
= 1/(j+i) = 0.95 say

where

@) L (=Dt G-11
B(L,3) = () AH-D1 .

Assume 1 = 19, j = 1 then the prior density function is
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18 0
5o,y * (IR

p (R}

The a posteriori demsity function of R given r observed successes in n trials

is given by

p (R} p{r|R}/fp (R} p(r[R}dR

p(R|r}

The mean of the a posteriori distribution is

~ -k + 19
) n+ 20 °

which is the Bayes estimate of the reliability. Now in the example r = 10,

n = 10, and hence

~_ 29
ng = 35 = 0.9667

A lower 95% confidence interval estimate of the reliability can be obtained
using the Bayesian technique given in Breipohl, Prairie, and Zimmer (1965) and it is
0.902.

The results of the three solutions indicate that reliability growth and
Bayesian approaches yield shorter confidence interval estimates as a result
of having assumed more information. But it is necessary to assume prior
information or some other relationship among the reliabilities at the various
stages. However, the previous test experience should be used to the extent
that it is reasonable. For better use of prior information it would be de-
sirable to define criteria for deciding when to use test results from similar
equipment. One would also be interested in how dependent the a posteriori
estimates are on the a priori assumptions. See Breipohl, Prairie, and
Zimmer (1965) with respect to this question.

For a second example, suppose that tests have been made on a new transistor
and that 0 failures have been observed in 105 hours. Assume that 5 failures
were observed in 106 hours. Furthermore, assume the hazard rate is constant.
Estimate the failure rate and obtain the a posteriori distribution assuming an

a priori gamma distxribution

£Q) =

94




A 100y percent confidence interval estimate of A may be obtained by

o

P{A; <A agt o= J £,00 ax = .
AL

Consider the problem of obtaining a 100 percent one-sided confidence
interval estimate. In this case let the lower limit be zero and the upper
limit be determined by the solution of AU in the equation,
Ay
J f1 Max = y .

0

2It can be shown that the above equation can be expressed in terms of

the x distribution as

2
P{x 22y (t+t°)} =y

2 2

where x has a ¥ gistributionswith 2(ro+y) degrees of freedom. Hence for
ro = 5, to = 10 , t0 = 10 ,y = O one obtains

2

xY = ZAU(t+t0)
or 2

N _ 11.1

= = 5
U 20 )  h1x0)

.6
= 5.045x10 .

The choice of the prior distributions is primarily for mathematical
convenience. However, there is considerable freedom in the choice and
depending upon the quality of the prior information one can select a
distribution with a large or small variance. See Breipohl, et.al. (1965),
with respect to further discussion pertaining to this problem. One should
also refer to Howard (1965) for an application of Bayesian decision models
to a problem which considers the desirability of accepting a fixed price
contract to build and maintain a system of N devices for a period of T years.
In addition, a problem is posed for selecting the size of an experiment
(number of devices to place on test) for obtaining profit larger than zero,

subject to the prior information about the failure rate A.
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The mean and variance of A having the above distribution are

E(A} = r [/t

0 O
var{d} = r /t? = EQ\}/t
0 0 0

Solution:

The a posteriori distribution of A given y failures in t hours is
—1+ w/
fo(A) e T(At) 1yl

fl(k|y) = = T, .
0 =it r-1 1 =it vy
J [P(r ) e o X o 31 e (At)’1dx
Hence 0 0
£ e a0 Y y!
fl()\ly) = D .
where t;:° t7 P(r0+y)
D = .
(x )y! (e )T0"Y
0 0
Thus e-l(t+t0) A ro+y-1(t+t0)r0+y
£ = .
A9 T(r +)
6 .
For the example, let t0 = 10 hgurs and ro = 5, to correspond to the

observed number of failures in 10 hours of testing, then

e_x(t+to)[A(t+t0)]ro+y'1(t+t0)

, with r = 5, t =10,

fl(X) - F(r0+y) : 0 0

and where y is the observed number of failures in the life test on the new
transistor.

The mean of the a posteriori distribution is the Bayes estimate,

r0+y 6
: _ 540 -
A e T 110 4.54 10 -
This compares with the prior estimate of
- _6
A = 5x10 .
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6.0 Conclusions and Recommendations

The major tasks of reliability analysis during the equipment design
stage are failure modes and effects analyses, performance variation analyses,
component stress analyses, and reliability prediction. Their implementation
draws from two basic types of amalytical techniques; performance variability
and reliability-life. Through the efforts of this study, the need for closely
coordinating the four tasks has become apparent. Their interrelationship was
described in Section 2.0. Specific conclusions with regard to this study are

as follows:

(1) Failure modes and effects analyses are of significant value
in directing other efforts. It defines modes of behavior for
performance variation studies, it emphasizes critical areas
for stress analyéis, it designates failed states to be included
in reliability prediction, and it assists in test planning. It
is recommended to NASA that failure modes and effects analyses
be implemented early in equipment design.

(2) Whereas reliability prediction, failure modes and effects
analyses, and component stress analyses are formally recognized
as basic elements of space system contractor program plans for
reliability, the performance variation analyses task has thus
been neglected (c.f., NASA Reliability Publication NPC 250-1).
This has been due to the lack of understanding of available
performance variability techniques and their relationship to
reliability. With appropriate dissemination of the analysis
procedures assembled.under this effort, performance variation
analyses can be relegated to equivalent status with the other
tasks with a beneficial effect on equipment performance. The
application of performance variability techniques is similar
to the normal work of the design engineer, as both use models
as a starting point. In all likelihood, organized performance
variation analysis procedures will be welcomed by the design

engineer.
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(3)

(4)

(3)

The limitations on the type, quality, amount, and accessibility
of data continue to limit the effectiveness of the designer. Imme-
diate clear-cut solutions are not available; however, improvements
continue to evolve and should be encouraged. In parts application,
the problems are typified by the designer who needs, or believes he
needs, much more information than most suppliers are normally willing
or able to provide. In component stress analyses, examples occur
frequently where common application factors are not specified or are
vaguely referenced. A lack of knowledge of component parameter vari-
ations seriously limits performance variation analyses. Reliability
predictions also have little significance in representing actual
mission success probabilities because of the imprecision of the data.

The need for improved coordination of data collection, reduction
and dissemination among the various NASA organizations and space
system contractors is apparent. A solution may be a central NASA
data facility. It is desirable to comsider the feasibility, the
ultimate value, and the explicit role of such a facility. In
addition to components data, there is merit im including other
relevant information such as system and equipment performance
data, specifications, (for all hardware levels) space environment

descriptions, mission profiles, and field operational data.

With reliability prediction placed in perspective with other
analysis efforts, the need for explicitly stating assumptions with

numerical results has become more apparent than ever. An analytical
framework is available for performing improved predictions and for
including performance degradation (i.e., drift) failures, as improve-
ments in failure and performance data evolve. Even though reliability
prediction is more familiar than the other tasks, a need still exists

for more dissemination of other techniques.

Computational requirements will continue to increase, particularly

with added sophistication in analyses. A solution is automation.
Pre-programmed computer routines reduce manual requirements while
offering a distinct advantage in the objectivity of the analyses.
The computer program developed in this effort and described in
Appendix A allows needed flexibility for performing different types
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analyses. The CRAM program offers definite improvements over
conventional procedures. Network analysis programs such as
NET-1 and ECAP reduce the effort required in modeling and
analyzing circuits. More emphasis is needed in extending
such programs to include performance variability and for
analyzing for effects of component failure modes.

To motivate design engineers in using computer techniques,
descriptions of the available automated facilities are needed,
not only of the required inputs and the available outputs, but
also of the inherent assumptions and models included in the

programs.

(6) Testing during the design stage is a beneficial effort
for the reliability aﬁalysis, if it is properly planned
and coordinated with the analysis tasks. Modeling concepts
that form the basis for reliability analyses also can be used
in directing more efficient testing through serving to eliminate
some of the ad hoc and inefficient effort that prevails.

The value of circuit breadboard testing in direct support of
failure modes and effects analysis and performance variatioms
analyses has been demonstrated. Experimental models are most
realistic. Tests can be designed for supporting empirical
modeling which yield appropriate data for describing performance.

With improved approaches, parts qualification testing cam be
made more efficient whilg providing data in direct support of
stress analyses and performance variation studies. A testing
approach that is coordinated with the analysis tasks can well

serve to promote NASA's concept of integrated testing.

7 This methodology recognizes that the responsibility for reliability
cannot be delegated to reliability specialists. Reliability is a
product of all personnel involved. Translation of reliability
concepts and procedures to a practical level for wider dissemination
will have benefits in educating, encouraging and motivating engineers
to assume their appropriate responsibilities for the design, develop-
ment, and fabrication of reliable systems. A series of monographs on

related reliability topics can serve to compile the methodology into a
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form compatable with this need. It is recommended that topic
areas pertaining to design stage analyses be presented initially
since the potential benefit for improved practices is probably
greatest for this stage of development. Some suggested topic

areas which should be covered in such a series are

a) performance variation analyses,

b) reliability prediction,

c) parts application with emphasis on data requirements
for stress analyses and performance variability studies,

d) testing, its design, and use of its results,

e) computational techniques,

f) failure modes and effects analyses,

g) human factors,

h) costs and incentive contracting,

i) effectiveness analysis procedures,

j) failure mechanisms, and

k) Bayesian techniques.

Others could be included but these serve to illustrate the extent

of coverage which is needed.

(8) Experience in this effort has provided further evidence that.a
sound methodology for reliability analysis is evolving. Attention
in this effort was focused primarily on design stage analyses. A
complete methodology consists of defining and coordinating the tasks
and relevant analysis techniqués throughout the product cycle.from
initial conception to operational employment of the end product.
Even though this may appear formidable, appropriate effort toward

its fruition will, without question, produce positive results.

Remaining conclusions apply specifically to the techniques discussed in
Sections 3.0, 4.0, and 5.0 and are presented under the appropriate heading.
Since performance variability techniques were emphasized, these conclusions are

presented in greater detail.
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Performance Variability Techniques

The techniques which are applicable now are not very complex. Those
currently receiving major attention are (1) end-limit techniques (worst-case
and sensitivity), (2) moments method, and (3) simulation. Some comparative
evaluation information for these is presented in Table 16. Technique selection
depends on the nature of the inputs, i.e. the available models and data, the
availability of resources such as manpower and computer facilities, and the type
of output information desired.

If physical models are available, an empirical approach may be preferable,
particularly so if the equipment is very complex causing excessive costs in an
analytical approach. The experimental data can be used for direct performance
assessment or obtaining a mathematical model via regression. On the other hand,
an analytical modeling approach will usually have greater value in providing a
better understanding of the equipment, particularly if it is coordinated with
physical modeling. For many equipments, electronic circuits in particular, it
may be possible to do all or part of the analysis by use of an appropriate computer
routine such as the NET-1 network analysis program. The computer routine does
not provide a performance model directly since the analytical model is inherent
in the program instructions. The results can be used, however, to obtain a
model through regression, just as one obtains an empirical model from a physical
model by simulating variations in part and interface charactersitics.

The selection of the analysis technique is influenced strongly by the
available data. If nominal and worst-case values of the part and input character-
istics are available, it is recommended that an end-1limit analysis of the form
described in Section 3 (providing identification of important variation sources,
sensitivity measures, checks for linearity, etc.) be performed because of the
usefulness of its outputs and the ease with which the analysis can be performed.

If the moments (mean and variance or standard deviation) of the part and
interface characteristics are available, it is recommended that the moments

method be used simultaneously with the end-limit analysis since this moments
method requires little additional effort.
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I.

II.

Table 16

Technique Evaluation Information Summary

END-LIMIT

Major Assumptions

Probability O that input variables will
fall outside worst case limits . . . .

Model represents functional relaticnshi

-
[ 4

Outputs

Performance worst—-case limits . . . . .

Important variation sources . . « . . .

Sensitivity measures
Checks of linearity
Regions of successful performance

Resources

Inputs B
Computer . . « « + o « o « o o o o o o o
Manpower . « « « o ¢ ¢ o s s s e e s s

MOMENTS METHOD

Major Assumptions

Sufficient moments used . + « « « « &

Model represents functional relationship .

Outputs

Moments of performance variatioms . . .
Important sources of variation . . . . .
Reliability index . . « « ¢ ¢ &« « o ¢

102

Remarks

.Correlation is not Considered

.Overly conservative; no
reliability index

.Interactions and non-linear
terms are often ignored

No reliability index

.Available with moderate effort
.Straightforward

.Straightforward to apply

Remarks

.Correlation and higher moments
often ignored

.Normally an approximation
with no error term

.Can obtain correlations

.Interactions and non-linear
terms often ignored

.Distribution tails inaccurate,
excludes catastrophic failures



Table 16 (Cont'd)

Resources

INPULS « « « = « + o o« o « o o o« o« o o « « o Difficult to obtain moments
accurately

COmMPULET . + « « « « o « o « « o« s o « o « o« .Straightforward

Manpower . « « « « « « o« « « o« = + « « o« « « .Requires some probability
background

III. SIMULATION

Major Assumptions Remarks

Input variation described By distribution . .Correlation often ignored

Model represents functional relationship . . .Normally an approximation
with no error term

Sufficient simulation trials are taken

Outputs

Distribution of performance variations . . . .An approximation

Important sources of variation causes . . . .Need additional computation

Reliability index . . . « « « « « « « « . . .Distribution tails inaccurate,
excludes catastrophic failures

Resources

Distribution . « « « « « « « =« s « « o+ + o o JDifficult to estimate input
distributions accurately

COMPULET « +» « « « « « « « « o« = « o » « « o .Requires large number of trials
for desired precision

Manpower . . . « « « +« « o » o+« o « » « « o JStraightforward to apply
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If distribution data are available, it is recommended that the end-limit
(if applicable) and moment methods be applied first. The worst-case limits of
the performance attributes may, themselves, have little utility; however, other
outputs of the analysis (checks for linearity and interaction) validate the
assumptions required for performing either a simplified analytical analysis or a
simulation analysis. For example, if the performance is sensitive to only a
single variable then a distribution of the performance is readily obtained to
a high degree of precision. 1If only cne variable has a non-iinear effect on
performance, a simplified mathematical model can be obtained for which the com-
putation can be easily performed. .

Similar recommendations apply to cases in which data are available at fixed
or discrete times in the life of the equipment. If the interface part characteristics
are described in terms of either time-varying distribution or stochastic processes,
then an experimental or analytical approach may be used depending on knowledge of
the transfer function and the simplicity of its form.

These recommendations for technique selection recognize the current limitations
on data. Performance data discrepancies have been discussed. The simpler techniques
require a minimum of data, no more than a design engineer would require for a standard
design analysis. It has even been demonstrated, (e.g., in Vol. II) that sound
design decisions can be made with the techniques using reasonable assumptions for
part variability. For achieving more precision and for developing the capability
for treating more difficult design problems, improvements in data are a necessity.

Specific conclusions with respect to further technique development are as follows:

(1) Further consideration should be given to the development of
automated performance variation procedures to supplement the
design engineer's analysis of an eguipment.

(2) Emphasis should be on techniques suitable for applications, often
implying the use of approximations and computers.

(3) Further applications of random process techniques are desirable.
Their use can improve the information obtainable from experimental
data recorded continuously over time.

(4) Optimization techniques which maximize reliability are needed, e.g.
simultaneous consideration of performance variations, safety margins, and

catastrophic failure modes.
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Reliability-Life Techniques

Reliability-life techniques are generally more familiar to the design engineer.
They have been applied in reliability prediction almost entirely in the conventional
form of analysis as described in Section 4. The following conclusions are made with

respect to this effort.

(1) The assumptions of independence that are made very frequently
for redundant paths (elements or parts) should be examined
critically. Very often parts in parallel are subject to failure
under the same high stresses and, consequently, the assumption of
statistical independence does not apply.

(2) More emphasis should be placed on testing breadboard models both
in the failed modes of critical components and under certain environ-
mental conditions when the effect on the performance is not known.
These tests can be planned on the basis of outputs of Failure Modes
and Effects Analyses discussed in Section 2.0.

(3) There is a need for a single source of space system component failure
data for ready accessibility in reliability prediction analyses. Dis-
semination in handbook form with periodic updating is preferable.
Responsibility for collection , reduction, and dissemination should
be concentrated in one central facility as discussed earlier.

(4) Reduction of data on failure rate indices should be performed by
equating mean failure rates for similar components. For example,
mean failure rates may be so nearly identical for similar components
that extremely large samples of components on test would be required
to differentiate between such failure rates. This approach would aid
in developing realistic Bayesian models.

(5) Tests should be made concerning the assumption of constant hazard
rate. Some methods are given in Proschan (1963) and Doyon (1966).

Cases in which extensive data are available should be used.

Combination of Past and Present Results

The use of Bayesian and reliability growth models should be encouraged as
these approaches provide the primary means for including past experience and available
information. Such models can absorb information from data centers on both equipments
and parts. From this information realistic models for growth and for Bayesian

approaches may be formulated.
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APPENDIX A

Computer Programs For Performance Variation Analysis

A.1. Introduction

This Appendix describes the computer programs that have been written at
RTI for performing a performance variation analysis. The programs as written
assumed that a model relating performance to inputs, loads, component charac-
teristics, and environmental stresses is known. The model may be obtained
analytically or empirically or more usually by a judicious combination of both
analytical and empirical methods.

If the model is obtained by empirical means, it is generally of relatively
simple form, such as a linear function of the element parameters, inputs, loads,
and environments. For simple models, a performance variation analysis usually
can be performed without the aid of a computer program. However, in general
the models are complex, such as a system of equations or differential equations.
For these situations a collection of appropriate computer programs will help to
systematize a performance variation analysis.

The following section will describe the general approach and later sec-
tions will present specific details of some programs; namely, Monte Carlo
simulation, sensitivity and moment analysis, interaction, multiple regression

and other programs.

A.2. Performance Variation Analysis (PVA)
A functional flow sheet of the programs is given in Figure A.l. The core

of the programs is a model in explicit or implicit form,

Yj (t) = [X(t),Uu(t)]

&

or
85 [X(£),¥,(1),U()] = o,

where

.(t) is the jth performance attribute or measure,

(t) 1is a vector of environment inputs, such as envirommental
stresses and loads,

U(t) 1is a vector of component or part characteristics,
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t is the time variable, and

gj,j =1,...,N, is the set of models corresponding to the number
of responses or the order of the differential
equations which describe the transient behavior
of the system.

For example, the model may be of the form of a system of differential equations,

2
Y oY

1 1
-7z tc¢ s— +c¥Y = ¢
it 19t 22 3
Y

2
— +c¥Y +cY = c
at ¥ 2 51 6

where the ¢y depend on the X and U through a set of explicit expressions.

The time behavior for the model may appear in one of several ways. For
example, it may be a gradual deterioration of a component and hence result in
a corresponding change in the values of one or more of the component character-
istics. - In order to analyze an element or system for this type of degradation,
the wearout characteristics of the system must be known or estimates must be
available.

A second way in which time may appear is through the mission profile.

For example, if it is known that the temperature profile is critical and how
the part characteristics vary with temperature such as knowing a temperature
coefficient, then an analysis can be performed by describing the temperature-
part characteristic behavior by deterministic and/or random components and
performing the analysis at several times in the mission life.

In addition, time may enter the analysis directly through the transient
behavior. In this case a program for solving differential equations may be
required for relating the transient characteristics to the pertinent element
parameters, inputs, etc.

In whatever manner time enters the analysis, it is assumed that it may

be included by a procedure such as one of the following:
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1. A deterministic function of time such as a linear or exponential
decay function.
2. An autoregressive scheme such as

g T ARy 1 A 1 T Xy )

3. A stochastic process such as a normal stationary process super-
imposed on a deterministic drift.

4. A system of differential equations.

The time has not been explicitly included in the programs to date.
However, the time behavior may be included through time dependent distributions

as inputs to the analysis at discrete times in life.

Input - The input to the programs will be a mathematical description of the
models (and the time behavior if required), the number of variables involved,
(the number which are random and which are fixed), the means or nominal values
of the variables, the standard deviations or step sizes in the variables, the
distributions (if available), and the correlations of the variables. An addi-
tional input that will be required of some analyses is a selection of values
of the element parameters at which the models are to be evaluated. The points
can be selected methodically according to some statistical design. This
selection will allow for efficient generation of the outputs to use in a mul-
tiple regression analysis. This approach will only be used under certain

circumstances which will be considered later.

Programs - There are four basic programs that are being used in a performance
variation analysis: (1) Simulatiom, (2) Sensitivity and Moment Analysis, 3)
Interaction Analysis, and (4) Multiple Regression. The first three programs
have been written, the fourth program may be any one of several available
programs to perform a least squares analysis. Copies of the first three
programs along with a description of the inputs and a specific simple example
are given in Appendix C.
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A.3. Simulation Program

A Monte Carlo simulation is used to estimate or characterize the
performance distribution in terms of the distributions of the inputs,
element characteristics, etc. If the input variables are normally dis-
tributed, the means, standard deviations, and the correlation matrix are
required. For variables which are not normally distributed the appropriate
distribution characteristics must be specified. The distribution may be

any one of the following:

(1) Uniform

(2) Normal

(3) Log-Normal

(4) Exponential

(5) Weibull

(6) Gamma (Integral values of one parameter)
(7) Chi-Square

(8) Triangular

(9) Beta (Integral values of both parameters).

A uniform variable is generated first and it is transformed according to the
methods described in Appendix B to a variable having the appropriate distri-
bution. These variables are then used to compute performance measures such
as voltage output, current output, power dissipation, etc. The performance
measures are generated a number of times according to the desired precision
of the results. If the inputs are precisely known the number of trials neces-

sary for estimating the distribution function of the performance measure to

estimated from the Kolmogoroff-Smirnov statistic for the maximum deviation

d between the sampled distribution function and the true but unknown distri-
bution function. The following table displays the number of observations N
necessary, in order that the chance is o that the maximum deviation between

the distribution function and the sample function exceeds the value d.
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Table A.1

Percentiles of the Distribution of d

for Several Values of 1l-a

1-a

N 0.80 0.85 0.90 0.95 0.99

5 0.45 0.47 0,51 0.56 0.67

10 0.32 0.34 0.37 0.41 0.49

20 0.23 0.25 0.26 0.29 0.35

30 0.19 0.20 0.22 0.24 0.29

40 0.17 0.18 0.19 0.21 0.25

50 0.15 0.16 0.17 0.19 0.23

For larger values of N 1.07 1.14 1.22 1.36 1.63

yN /YN /N /N VN

Hence, if N is 50 the chance is 0.05 that the maximum deviation between the
sample distribution function and the actual distribution function exceeds
0.19; if N = 100, 4 = 0.136, and if N = 1000, d = 0.043. 1In order to obtain
high precision it is not uncommon to find that a very large number of simula-
tion trials are performed, say 5,000.

In practice the distributions of the component characteristics are not
known very precisely. Hence there is a precision of the distribution of the
performance measure beyond which it is impractical to attempt to estimate the
true distribution. In fact, very often a uniform distribution of the input
variable is assumed because of the lack of knowledge concerning the true
distribution.

Suppose now that a rational procedure is available for estimating N
and that N values of the performances have been computed. Then the N obser-
vations are ranked in ascending order, their first four central moments are
computed, and the measures of skewness and kurtosis are obtained. From the
statistics one can decide which distribution to fit to the data or which
series approximations to use. The approximating distributions can be fitted
by the method of moments.

118




In this program the Edgeworth series and/or Laguerre polynomials are
used to approximate the unknown distribution function. The methods for

fitting these distributions are given in Kendall (1948, Vol. 1)

A.4. Sensitivity and Moment Analysis

This program obtains Taylor-Series approximations to the models and
subsequently uses them to predict worst-case performances, to estimate
sensitivities of performance measures to inputs, to check for non-linearities
and interactions of behavior with respect to inputs, and to perform a moment
analysis. The inputs to this program are as described previously in Section
A.2.

The step sizes or some multiple of the standard deviations are chosen
to include the expected range of variation of the variables as a result of
the environments described by the mission profile, the inherent variations

in the part characteristics, and the aging effects.

Computation of the First and Second Partial Derivatives

The first part of the computation involves estimation of the first and
second partial derivatives of the performance measures of interest with respect
to each of the pertinent part characteristics, inputs, loads, etc.; the pro-
gram uses the five-point central difference formulas for obtaining the partial

derivatives. The first partial derivative is

Y - 1
X T 12DX

K

Y' (Y -8 +8Y -Y). (A.1)
1 2 4 5

The second partial derivative is

Y"

J

L -2y +v)
X DX 4 3 2

- Lo -4y +6Y -4y +Y)
12DX L 3 2 1

1
— (-Y +16Y - 30Y +16Y -Y A.2
( 5 4 3 2 1) ( )

12DX
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i J

where §N is the vector of nominal or mean values of the variables, and Yi is
the value of the performance measure at the i th value of X, i = 1,2,3,4,5.
The values of X are equally spaced and at a distance DX apart. The above
two formulas can be obtained directly from difference formulas and their
derivation is given in Abramowitz and Stegun (1965, Section 25)

Having obtained the first and second partial derivatives of a per-
formance measure with respect to the independent variables a Taylor series

expansion can be written as follows,

2
Y(AX X ,...) = Y.+ I S| ax +i:23 ) = o+..., (A.3)
R N 3K, itz i

XN i

where

AXi = Xi - XiN’ deviation of the value of the i th variable Xi from
its nominal value XiN’

Xy = e Xo Xgype-0), and

YN = nqnominal value of Y.
In particular if AXi = ZDXi = hi) i.e., equal to twice the input step size

(or equal to the expected extreme deviation for the i th variable), then

o~ ' ' ’ l '
Y(h1’h yees) YN+>:Yi h, +=- 2 Y'h, +...

i 2 i1

Dividing by YN yields

I w1+11s, +105,, (A.4)
Y i i
N
where
QSi = a measure of linear sensitivity of the performance measure to
the i th variable
Y! h
s, = —2%, (A.5)
i YN

and

Qsi = a measure of second degree or quadratic sensitivity (denoted as

non-linear sensitivity in the program output) of the performance with respect
to the 1 th variable and 1is given by
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Qs; = %thi A (A.6)
These two quantities are printed out for each of the N variables. The
sensitivity measure associated with the i th variable is essentially the
relative change in the performance measure as a function of the maximum
expected change in the i th variable. The definitions of sensitivity and
non-linearity were suggested by the Taylor-series expansion and appear to
be useful definitions. There are other definitions of sensitivity appearing
in the literature. For example, see Bosimoff (1965) and West and Scheffler
(1961). The definitions used in this program are very convenient in estimat-
ing the percent (or relative) change in Y for the expected changes in the
independent variables.

The Taylor series expansion as presented in (A.3) does not include
terms with mixed partial derivatives. To obtain the second partial deriva-
tives with respect to all pairs of independent variables would require
considerably more computing time. It was decided to perform the computation
using only the first partials and the pure second partials and check the
series approximations for its adequacy. Then if the results are not as
precise as required, the appropriate mixed second partials would be obtained.
These will be obtained by another program described later under the heading

of Interaction Analysis.

Worst Case Limits

The worst case limits are computed by the procedure described by West
and Scheffler (1961)._ The signs of the first partial derivatives are examined
and the variables for which they are positive are placed at their expected
high values, X + h, and if negative, their low values, X -~ h, in order to
estimate an upper end limit. Conversely, to estimate a lower limit the
variables for which Y' is positive are placed at the low values, and if
negative, their high value. The worst case limits of the performance measures
are computed by actually substituting the appropriate values of the variables
into the functions. The computed worst-case limits are then compared to the

estimated limits using the Taylor series expansion.
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If these values do not check, it indicates the importance of omitted terms
such as the mixed partial derivatives (interactions) and/or higher order terms for
some of the variables. The latter is quickly checked for one variable at a time
by comparing the functional value at the two end points with that estimated by the
first and second partials with respect to that variable. These checks suggest the

nature of the lack of precision, if it exists.

Interaction Analysis

In case the worst-case limits computed directly from the functions are not
adequately approximated by the linear and pure quadratic terms, it is necessary to
compute the mixed partial derivatives for the pairs of variables which are expected
to yield significant interaction effects. The mixed partials can be computed by
one of the following two methods.

One procedure would be to compute the first partial derivatives with respect
to the i-th variable at five different values of the j~th variable. These partials
would in turn be used to compute the second partial. This procedure assumes a
degree of smoothness of the analytical function.

A second procedure would be to generate the performance measure for selected
sets of values of the independent variables and then fit by regression techniques

the functional form

2
Y = b +IbX,+Zb, X, +IIb XX .
0 i iidi i3

i3
This assumes all higher order effects can be adequately accounted for by a second
degree polynomial function. The coefficients of the terms Xin would correspond

to the mixed partials under the assumption. The selection of the values of the
variables can be performed efficiently by the method of statistical designs for
factorial experiments. Methods for generating the appropriate design are described
by Addelman (1963). An additional program has been written to perform this com-
putation and provide an output compatible with the input for multiple regression

programs. An example of this program is given in Appendix C.

Moment Analysis

The moments of the performance measures can be obtained from the simula-

tion runs as described in Section A.3 or from an error propagation analysis
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based on the Taylor-series approximation. The latter is simpler to compute and
not subject to sampling fluctuations as is the former. However, the series
approximation is subject to the lack of precision with which it approximates

the true functiom.

Let
2 2
Y = v o+ | ax, +3:33 | i
N i 8X1 2 e i
1 X
2
1 3 Y
+5 30 S ' AX AX,
i3 XN

If only the first order terms are used, the estimates of the mean and

- 2
variance of Y, denoted by u{Y} and o {Y} respectively, are given by

ui{y} = Yo
~2 oY Y -
o {Y} = I — - Cov{X_,X,}
X, oX i’
Py I X
where
Cov{Xi,Xj} = O{Xi} o{Xj}r'{Xi,Xj}
O{Xi} = estimated standard deviation of the measurements Xi’
r{Xi,Xj} = estimated simple correlation of the measurements on
Xi and Xj .
If Xi and Xj are characteristics of two distinct components, then f{Xi,Xj} =

otherwise, it is estimated by
X, ) (X, -X
ik 73

XXy )

r{Xi,X } =

5 = 7 R Py
{Z(Xi Xi) I(X,,-X,) }

i ik g
If the first and second order terms (mot including the mixed partials -
interactions terms) are used in the approximation, then further terms are

required in the moment analysis.
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Let

Y! denote e
i oX,
-
and 2
" 2y
Yij denote BXiBX ’

IR

then the estimated mean and variance for Y can be written as

A{Y} = Y +-1— z Y"2 Qz{x }

H N2 i i

QZ{Y} = 3 Y'2 oz{x 141 Y"2 . - o* x.1
i i’y 1 41 T 9y

+ Iz Y'Y! CoviX,,X.}
i)

ij
l gyt - 2 2 A2 A2
+ I Yin [E {Axi ij} -0 {xi} o {xj}]
+1o vy [
2 i1 "T34
1 N 2
+3 I YiYI_j' 1‘:{Axi ij} s

where E{X} denotes the expected or mean value of X and ;31 and ;41 are the
estimated third and fourth moments of Xi’ i=1,...,L. A similar expansion
may be obtained with the interaction terms included.

In the above analysis it has implicitly been assumed that the relationship
between the performance measure Y and the part characteristics, Xi, i=1,...,L
is known, that 1s, the coefficients are known. However, in practice the
relationship may be obtained from empirical data and the coefficients may be
considered estimates of true but unknown values. The extent to which the data
are available should then be reflected in the precisions of the inputs to the
error propagation analysis. A complete discussion of this problem is given in

Marini, Brown, and Williams (1958).
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APPENDIX B

Randon Number Subroutines
B.1. Random Uniform Numbers

A widely used method for generating uniform numbers on the interval

(0,1) is by means of the congruence relation

X, = Axi_l + u (mod m), (8.1)

and form the sequence {xi/m} = {ui}. See Hull and Dobell (1962) for an
extensive discussion of this procedure. The sequence defined by (B.1) has

full period m provided that

(1) H is relatively prime to m;
(i1) A = 1 (mod p) if p is a prime factor of m;
(iii) A = 1 (mod 4) if 4. is a factor of m.
With m a power of 2, u must be an odd number, and A = 1 (mod 4).

The sequence generated by this procedure is not truly random and should
more properly be called pseudo-random numbers. A further discussion of the
behavior of these numbers is given in Peach (1961). Some subsequences exhibit
characteristics which may reduce the variance of the observed results. The
constants in (B.l) are chosen to minimize these possible difficulties.

Random uniform numbers on the interval (a, b) are obtained by the

transformation

y; = a + b - a)ui .

2
B.2 Random Normal Numbers -N(u,o )
Box and Muller (1958) give a very convenient procedure for generating
a pair of independent and normally distributed variables with mean zero and

unit variance from two independent uniform variables on (0,1), i.e.

x, = (-2 loge t.tl)l/2 cos(Zwuz)

1/2
1

x, = (-2 loge u sin(ZHuZ).

One can then transforg the x; to obtain normally distributed variables with

mean u and variance o ,

yi = u <+ 0ox
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B.3 Correlated Normal Variables

Suppose that one is analyzing a circuit containing a component on
which two or more measurements are made, for example, the h-parameters of
the equivalent circuit analysis of a transistor. Such measurements are
usually correlated and in a Monte Carlo analysis one must generate random
variables with the appropriate correlations. Suppose that the variables

(assume k in number) are normally distributed with simple correlation

matrix R,
1 P12 P13 Tt P1k
P 1 P23 e Pok
© . ) ) ; )
P1k Pok CE e 1 .

To generate a set of variables with a multivariate normal distribution with
the above correlation matrix one needs a linear transformation to transform
independent normal variables to correlated normal variables. The appropriate
transformation is obtained by an algorithm used in the square-root method for
solving a system of linear equations as given in Dwyer (1951, pp. 113-7). Let
the transformation matrix be denoted by S and given by

Sll Sl2 P Slk
0 s e s
22+(1) 2k- (1)
s =1 ° ’ :
0 0 0 Skk-(k—l)

The elements of S are obtained by the following formulas.

eli

- - = 1, alli
513 p11 P1y * Pi4 a ’
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. /1 2 2 Z
%i1-(h) T %14 7 S21e(1) T ~ Shi-(h-1) ,

pii ~ %13%14 T S21.1) 29-) T °" T Shi-(h-1)%hi-(h-1)
811+ (h)

$13-(h)

for h =1, 2, ..., k-1 .

The correlated variables are then obtained by means of the transformation

Yy = x5,
or
1.7 %"
/1o
y, = plle +v1- P12 X, » etc.

In order to obtain a set of correlated variables z with covariance matrix

£ = DRD and mean y, the y's will have to be transformed by
) z = yb+yp
whe
_ Ite E_ = (zl,'-‘, zk)
Yy = (}’1,---, Yk)
r = (u19'°" uk)
01 0 . . . 0
0 g, .
D = )
. Y 0
0 0 T

where o5 is the standard deviation of z,, i =1, 2, ..., k.

i’
B.4 Logarithmic Normal Variables

These are eas%ly generated by starting with a normal variable y with

mean p and variance ¢ and let
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These will be generated in pairs just as for the normal distribution. Hence
ln z = y has a normal distribution as required and the probability density of
z is

2

- L5 (nz-w)

plz} = 20

B.5 Exponential Variables

Let uy be a uniformly distributed variable on the interval (0,1)

then

-1n u:L

T TR

has an exponential distribution. The probability density function for y is
ply} = 2™ 0<cy<=, >0,
B.6 Gamma Variables

Let vy be an exponential variable, then

P
g = Ly
=1 1
is a gamma variable with distribution parameters A and p, G(A,p) . In this

manner one obtains only those gamma variables for integral values of p. These
will be sufficient for almost all simulation analyses. However, if further
gamma variables are required then additional techniques must be provided. The

probability density function for g is

. S -xg p-l
pig} Tp) °© g A>0,p>1.

B.7 Beta Variables

Similarly one can obtain beta variables for integral values of the

two parameters as the following ratio,

g1

b = ——
g, + 8

where

g, 1s G(l,pl),

g, is G(l,pz),
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then b is B(pl,pz). The probability demsity function for b is

r(p, +p,) pq-1 p,-1
e 1 27 "1 iy 2
plg}l = r(pl)r(pz) b (1-b) s, 0<b<1l.

B.8 Weibull Variables

If u is a uniform variable then

is a Weibull variable having the probability density

o
plw} = ar w” 1 eV

129




Appendix C
Description of Performance Variation Analysis Programs
C.1l. Introduction

The three performance variation analysis programs as discussed in Appendix
A and in Section 3 of this report are described in further detail in this Appendix
as to specific inputs. The description assumes that the reader is familiar with
the FORTRAN programming language. A user of these programs must be able to write
the FORTRAN subroutine for computing the performance attributes as a function of the
independent variables. This subroutine is used in conjunction with the main programs
listed in this Appendix to perform the desired calculatioms.

A simple example is used to illustrate the inputs and outputs for each
program. A listing of the programs is given at the end of this Appendix. To the

extent possible the programs were written to be compatible with respect to input.
C.2. Performance Variation Analysis - Simulation

General Description

This particular program starts with a set of mathematical models relating the
performance attributes of interest to the part and interface characteristics of the
element or equipment under study. The distributions of the independent variables are
given or specified. In case a multivariate normal distribution is assumed, the
correlations between the variables are read as input when they are different from
zero. The independent variables are generated at random using the appropriate
generator subroutine and the values of the performance attributes obtained. These
performance values are ranked in ascending order, and the moments and related
characteristics of the sample performance distribution are computed. Either an
Edgeworth series or Laguerre polynomial is fitted to the sample distribution and the
percentiles of the performance distribution are computed corresponding to certain

performance values.

Input Description

1. The first card has the starting value, XN, for the random number
generator. Format (F10.0.)
2. This card gives the number of models (not more than five) followed

by a four letter identifier for each model. Format (12, 5A4).
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3. This card provides the actual number of variables and the number
of correlated variables for each model, and the number of simulation
trials for all models. Format (1115).

4, These cards contain information necessary for a readable output. The
first contains the names of the distributions of the random number
generators (each limited to twelve characters). The second has
the names of the two polynomial fit routines, namely Edgeworth
and Laguerre. Format (20A4).

5. The variable input cards contain nominal and deviation values,

a parameter name, and a random number generator call value.

The call value is the argument for a COMPUTED GO TO statement

and calls the appropriate generator subroutine. Format (2E10.4,A4,TI4).
Those variables which have non-zero correlations with other variables
must be read in first.

6. If there are correlated variables,the values are read as an upper

triangular matrix. Format (16F5.0).
C.3. Performance Variation Analysis - Sensitivity and Moment Analysis

General Description

The sensitivity and moment analysis program begins with a mathematical
model for each of the performance attributes and nominal and expected.extreme
values of each of the part and interface characteristics. From this information
it computes the first and second partial derivatives by numerical methods, measures
of sensitivity, worst-case limits on performance, and measures of the adequacy of

a linear and a second-degree Taylor series approximation.

Input Description

1. Model identification is on the first card. The number of models,
not to exceed 10, is followed by four letter model descriptors.
Format (I12,10A4).

2, The next card gives the variable information for each model. The
number of variables for each model, not to exceed 20, is in format
(1012).

3. These cards are identical to the cards described in the simulation
program. The nominal and deviation values (one-half the expected
extreme deviation values) are in the same format and the variable
name should also be given, (2E10.4,A4).
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4. The correlations between all pairs of variables are read in as an

upper triangular matrix. Format (16F5.0).
C.4. Performance Variation Analysis - Interaction Analysis

General Description

The interaction analysis program starts with the mathematical models,
nominal values and expected extreme deviations of the independent variables,
a statistical design procedure for generating the levels of the independent
variables at which the performance values are to be obtained. The performance
values are used in a least squares analysis to obtain a second degree relation-
ship involving linear and product terms of the form

Y = b + blx

+bx +b xx
0 2 2 1

1 212

The sensitivity of the performance attribute to the independent variables is then
obtained by a procedure similar to that used in the previous program. The sensi-
tivities may not agree precisely with those given by the moment and sensitivity
analysis program as the latter uses five points as opposed to two for the inter-

action program.

Input Description

1. Card one is for the number of models, Format (I2).

2, Card two specifies the total number of independent variables (NV)
and the (alphanumeric) name for the dependent variable. Format (12,A4).

3. The variable cards specify the nominal values and deviations of each
independent variable, as well as its (alphanumeric) name. There is
one card for each variable. Format (2E10.4,A4).

4, This control card indicates the number of variables (NVT) to be
used in the interaction analysis (NVT E_NV) and the number of variables
whose levels are to be computed (NVU). If NVT = NVU, all combinations
are considered; otherwise NVU < NVI. Format (212).

5. Card five indicates, by subscripts, the variables selected for analysis.
The number of values appearing should be NVT in format (2012).

6. Card 6 is omitted if NVT = NVU. Otherwise it specifies, by subscripts,
the NVU variables to be computed. Format (2012).
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Cards 2-6 are repeated for each model. The deviations specified on
Card 3 are doubled for the least squares analysis. That is, the upper
and lower limits considered for each variable are the nominal values

plus and minus twice the deviations given on Card 3.

C.5. Illustrative Example for Input and Output

A second degree polynomial was chosen for illustration of these programs.

Y = 1+ 2X + 2%, 4+ 3X

2 2
1 2 X2 + 4X1 + 4X2

1
There are two independent variables, X1 and XZ, and one dependent variable Y
denoted by POLY in the program input. One hundred (100) simulation trials were
performed assuming X1 and X2 are normally distributed with means 10 and 5 and
standard derivations 0.2 and 0.05, respectively, and correlation 0.5. These same

inputs are used in all three programs.

In the interaction analysis program one needs to indicate which independent

variables, from those available, are to be used in the analysis. In the specific

example there are only two such variables and both of them are used as indicated
by inputs 4 and 5. If there were 10 variables in all and only five variables

to be used in the analysis, e.g. variables numbered 1, 3, 5, 8, and 10, then
input 5 would be these numbers in the appropriate format and input 4 would be
NVT = 5 and NVU = 5 provided all 25 combinations of the 5 variables were used.
See Addelman (1963) for methods of statistical design of experiments for using a
fraction of 25 runs. The inputs and outputs for the three programs are listed on

the following pages. The outputs are compatible to the Bunker-Ramo 340.
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PoRFOIXMANCE VARTATIUN AVALYSIS - SIMULATIUW

DiM=nsluin  HI(2)rnvin)Jdiin), SYL(D)Y»SYZ2(D)»5Y3(2),374(5)
1,JGH()r“)rT”(dd):TSD(zu).Hu(zu),A(d.lu),IRAND(zu),RHU(QQ,zu),H(zU,
%dw),UR(A),D(ZU),HN(2U),dS(ZU),KSb(ZU,ZO),H(IUU),Y(lUU,l).AMul(b),A
\)Ml_rle(s)IAMUS(‘D)IAMU4(5)IDIlJ())’GAM1(—))IGAMZ(b))STD(‘j)’Z(sll\s)?ELPH(
45,138), AR, 8), x020)

CUMMIN UR,XN,LUUP,Z,GAMl,uAMZ,Aﬂul,AMUZ,SIG,ELPH,FLAG,X

INPUT GENETAL [NFURMATION

Xy . . . . STARTING ValLuUg FUK RANDOM NUMAER GeNeraTur

NA . e . . NUMBER OF M0pFL

HI « o » o« MUDEL NAMZS (ALPRANUMERLC)

NV . . . . NUMB3ER UF VARITABLE IN MOpEL

JL . . . . NUM3ER UF CORRrLATRD Va1 aBLES IN HUpRL

LIl .+ « . NUMBER UF UATA PUINTS 10 8t gENERATEL

A, + « . . SURRUUTINE NAMES (ALPHANUMERIC)

Ad . . . . DISTRIGUTIUN NAMES (ALPHANUMERIC)

Ta o « + o« NUM[NAL VALUES

T50. . . . uevIATIUN VALUES

Al . o« . . varRlaplr NAHED (ALPHANUMERIC)

1 <Ayl . . =AnDUM wUssEr CALL VALJE

ReAd. . . . InPUT CuxReLalfuns
R-Aj IhH, XN
K- A ")U’NM;(H[(I)LI=17N‘4)
Ri-A 71-(NV(I).J1(I).I=l,NM).LlN1
R=-A) 90,((A(I.J),I=1,5).J=1.1U)
KAL) 991((AH(Il\J)yJ=1j\5)pI=11Z)

anN=L[M1
LiNe = D
LuUr=i)
DY 1 [=1,i\M
sY1(ly=vu,
DY2([)=UQ
SYScly=uw,
SY4(1)=0,
o L o J=1,0NM
SCP(l,J)=0,
CunNlINUE
Do a1 I=1,Nm
KaiNv(l)
Du 100J=1,K
Ks{(J)=T,
Lu 190mM=1,X
K(J,1)=0.
rkHO(J,M) =0,
RoS(J,™)=n,
cConlINUE

INPUT wOMInAL aNp pEVIaATiuN VALUEDS

Rea 98, (TM(J)»TSU(J)»HU(I) » IRAND(J),J=1,K)

PrINT 62

PrINT 24, 1,A101)

Do 2 J=1,K

Mz I=AND(J)

PrInT 59,0,40(J)»TM(I)» TSU(JI)» AL, M), A(2,M),AC3, M)
CONTINUE ’

Jr=ul(])

IFCJLCI)I5, 5,3

Je=ul ()

INPUT CORReLATIONS

REAU 565 ( (RHO(N,M) ,M=N,J2),N=1,J2)
PrInT 57

DU 4 MM=2,J7?

Mz=MM=-1

PrRINT 58, (RHO(N,MM4) ,N=1,M)
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e

1

50

3ty
)

,4

CanT[vue
[RANSFURSM CORX=LaT[On AATK]X
Capr SUrM(RA0, J2.n)

L=
PRIl By, (Hiy (M) ,M=1,K), 41 ()

OAJOSE Rangdm Y [>TrIauTIun SUpRULUTINE
AND LALCuLale FaraAMETER VALUERS

L=L+1
ptt 16 J=1.,K
Iz [{Raniy(J)

Gu 0(7,8,9,10,11,12,15,14),1K

CaLe UnNIF#(1)

anis = Unx(1)

gu T9 15

Call NO0=<M(ARG)

vy T 1»

CaLu LNURMCARG)

Gl Td 1»

Cab. ~APN(TAHETA, ARw)

Gu 19 1»

Cate “4rl3(TrETA,ALPHA,ARS)
Gy 1) 1»

CALL uAMA(THETA,LAMNA, ARG)
3 13 19

Cact =seTa(T-eTa,LaMia, ani)
G 1Jd 1=

CaLe ORISWONDF » ARG)

R J)=awgy

CunT [wde

I+ CJ1CI))etin 26,17

Do WHJd=1.J2

gidr=y.,

i), Ltum=zl,J
D(Jd)=u(u)+RnN(M)=r(mM, )
CronTInte

Ui 19 J=1,J2

Sy (0)=00d)

CunT[nuer

CALCULATE TNPUT (HECK

i 21 J=1,K

R () =THEI)+rN () =TSHJ)

ConTInuE

Dy 22 d=1.K

ka(y)z=rRa(J)+ri ()

Du 42 ™m=1,K

HES(d,M)ZrSa(J,M)+RN(J) #rRN(M)

ConTINUE

Gt 125 J=1,n

X(J) = rRN(J)

CunTIwUE

CeLl MUUEL( I,Y(L,1))

PKINT SU, (RN(M) ,M=1,K),Y(L,I)

Line = LINE ¢ (nR+16)/b
IF(LINE=44)810,300,380U0

PelnT 320

LiNe = 1)
ITr(LIMLI-L)25,23,6

CUNTInUe

LINe = @

Dy 24 J=1,K

R5S(J,J)=5ART LIRSS (U, d)=R5(J)#rS(J)/AN)/(AN=-1,))

Ro(J)=RS(J)I/AN
CunTInuUEe
PrInT ol
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Pl AT 24, 1,41 0D)

U225 J=1,.K

Mzl <Aud(d)

PrlaT b LG s S () s RSSC, gl AL, M)y Al A, ALS, )
-5 CuNInNnUE

1F(J2)31,91.,2A
o Du 2R8U=1,42

o 28ezl,J2

[“(J'M)k7ﬁ2Hv?7
oy nya(J,M):((NSS(J,M)-ND(J)*H)(M)*AN)/(AN'l.))/(HSS(J'J)“HSb(M'M))
~a8 CanTndr

U 29 J=1,J7

<a5(Jd,Jd)=1,
oy Cow i [Hve

PolaT 87

Do S0 Jusz,Je

J=JJ=1}

FRINT o8, (koS (JJ,M),MH=1,d)
s~y CunNTlaur
a1 Conffiur

“RitA s perebueNT DaTa T aSSenbiNa URpeEr

Doy IN=1,NM

[

BL12Y (N

Duoos7 [=2,L01M1

IF (4(ar) =Y (l,n) )38, 52,384
e RODY=Y (L, i)
KR I

Gu 1o 37
Sl 4 Mzl K

[F (s C)=YCL,ND))SA, S0, 09
a2 3ed+1) s ()
ROJ)r=Y (] ,t)

SIS N
s BOJ+LYEY (1)
Ae =

N/ Cos e
i a8 I=1,LIM1
Yol,N)=u(l)
on CunFLide
A9 Cuni Inde
Pl 9T o, (HECT), T=1,3M)
Do 40 1=1,Liml
PrR=FLluaT () /AN
L=zt ]ldE+l
IF(LIME=44)540, 540,530
s PrelaT 329
LinNe = u
Sey PRINT Aa, LaER, (YT N)»N=1,NM)
o ConT Ladr
U 42 w=1,LIM1
Do 41 1=1,Nm
Ty=y(n, )
SYLCI)=oY1 (L) +TY
YI=TY*TY
SY2¢I)=syYz (i) +YT
SYSCL)=SYS (L) +YTxTY
SY4¢I)=HYa () +YTaYT
Yo 41 J=1,0M
SKP(I’J)=5C’(l»J)*Y(N:l)*Y(N'J)
al CONTINUE
a2 CunNTINUE

LALCULATE DISTRIKUTION MUMENTS

D 48 I=1,NHM
AriUL(1)=SY1(])/aN
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47

“8

“9

=y
51
LY
nS
~4

3]
20
w7
feXe)
»,q
ou
~1
(4

S
A4

t5
6“6

Anu2(1)=0.
AnMds(1)=0.
axJa(l)=0,

Du4cinz=1,LIml

YUY (N, 1)=AMULIC(])

YS4=YCsYC

AMUZ (T ) =AMUZ(T)+Y(SU
AMUSCT)=AMUSCE)+YLSU=YC

ArU4 (L) =AMU4 (1) +YLSH=Y(2Q
CONTINUE

SIG(])=sQrT(AMUZ(})/AN)
GAMI(1)=AMUS(I)/Z(STGa(l)=AMU2(]))
GaMZ(I)=amuUd () / (amU2( 1) ®amu2(1))
STD(I)=sORT(AMUZ (1) / (AN=1,))
CunNT IhuE

pgu 44 [=1,Nn

Bir 44 J=],NK .
SU“}I.J):(SUP(I,J)-AMUl(I)aAMUl(J)*AN)/(AN—l.)
CunTInue

PrlnT 65, (HI(1), 1=1,NM)

PrlnT 60, (AMULI(T),1=1,NM)

PeInT A7, (aMU201),1=1,0M)

PrlaT bo, (AMUS(1),1=1,34M)

PrlaT 69, (AMU4(]), 1=1,NM)

PrlnT 7L, (STDCI),1=1,N)

PrelaT 71,(GaM1(I),1=1,084)

PrlaT 72, (GaM2(1),1=21,N14)

rRINT 78,8M

e 45 [=1,nM

PrinNT 74,HIC1), (SCP(T,J),d=1,NM)
CUNT I UL

PDuddl=1,0M
Z(1,1)=AMUL(])-3,+STD(])
Diildé6d=¢,13
(1,d)=40],u=1)+0,5%STu(])
cunTINUE

LHUOSE SURROUTINE TO FIT DISTRIBUTION UF ™MUDeL

It (GAMLI([)Y=u.H)4b,460,47

CoNT [NUp

Call EDGECD)

Luk=1

s0 TO 4bu

CUNTINUE

CellL LAGURCTIZAN,SY2(1),>5Y3(]1),SY4(]))
LuP=?

PrINT 79,RI0C1), (ARCLOF,J),J=1,9)
Prelal 70, (201, 0),-LPHIT..4).J51,13)
CONTINUE

PUNCH 9H, XN

FURAAT(12,9A4)

FuraaT(a111%)

FuriAT(¢0A4)
FUKﬂAT(ZElO.4’A4)erIJ)

FuRMAT (6HOMODEL,13,2H, ,A4,10X,10HVAR, NAMES,5X,13HNOMINAL VALUE,
19%, yHOEVIATION,5X, 12HDISTRIBUTIUN)

FUHWAT(IQX:1\3'6)\1‘\4p‘;lﬂrtlZ.brOX;Ell-S:“)\;éA“)
FURMAT(16F5,0)

FORMATCI9HOINFPUT CORRELATIUNS/ /)

FOURAAT(1IH ,20F5,3)

FUORMAT(1H=,5X, B(5X,A4,3X)/5Xxs8(5X,A4,3X)/B(5X,A4,3X))
FORMAT(1HO,5X,HE12,4/3X,8¢12,4/8E12.4)

FURMAT(12H=INFUT CHECK)

FURMAT (1H=)

FURMAT(41H=-DEFENDENT DATA LISTED IN ASCENDING ORDER,//4H

19x,5HI/N y(7X,A4,3X))

FOorRmAT(14,F10.3, 5E14,4)
FORMAT (RH=-MOMENTS/10X,5(7X,A4,4X))
FURMAT(10HO FIKST,5E15.,6)
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7 FurRAATCLIOHD SECUND,PEl9.6)
A8 FURAAT(10mMU THIRD,>E15,6)
ey FukAAlT (10RO Fuur THy,bELD . 6)
) FonsATC10HGSTD. NEV,,2eld>.6)
71 FurxaAaT(10mD SKhEWNESS,belb.6)
;2 FURAAT(I0HU Kuk105[S,9E12.0)
S8 FURAAT(S6HOVAr IANCE - CUVARLIANCE MAIRIX, ORpER, 12)
74 FURMATCIHO, OXs A4, eXsDRE1D.0)
5o FURMAT (Z3H=PERCENT ALE POINTS FOR ,A4,4d BY ,3A4)
7o FourmiAT(sHG £ =,F1t6.9,10Ad Fle) =st18.5)
Gm FORMAT(RLO 1)
S FURMAT (iIH=//)
STUr
B

SUBXOUTINE rOr FURNCTIUNAL Fukm UF PrRf URMANCE ATTrIHUTES
SUBRUUTINE #OLELCT,Y)

cumMMOn LH,xw,LUUP,/,GAﬂl,uAMZ,Amul,AMbe,slu,tLvH,yLAg,x
DimenNSTun UN(E),Z(v,lé).GAMl(b).uAM<(b),Am01(b),Amu<(5)»SIG(D).
FEPH(S,18) . X(0)

=1

Yll.*k.*(x(l)+A(2))+3.*X(1)¢X(?)+4.*<x(1)%X(l)*x(a)*x(Z))

R TR

ot

SuRrUUTING SQEMIREFU N, R

D1ARNSTUN RHO(2U,20) »R(20,20)

puoA 1=1,0

TR INER

Kr. =1

PerAHU(]»J)

If (nK=112,3,3

¢ FzP=r(np,J)eR(nr,])

Kn=KK+1

au o1

[F(J=1)es4d,7

IF(P)hb,e,0

Pelal 1u,l,d,k01,4)

Relod)eounTipP)

U TO 8

K(I,J)=k/r(], 1)

ConT ImUk

Re TURN

10 FORMAT(yH=ELEMRENT 213,12HIS EWUAL TU ,E15.6)
il

-

O J &

X~

SudrOUTINE UNTEM (i)
M-S TUN UH(?),Z(b.lé)yGAMl(b)’GAM/(b)yAMUi(B);AHUZ(b);SIG(D)n
ELPH(5,13)
CuUMMUN UR.XN,LUUP,é.GA”l.bAﬂZ.A”Ul.AMUZ.SIG.ELPH,FLAG
pu 1 I=1,N
KL =s58.#AN+1uUl,
Xb=rC/2UL4H,
M= XP
Ui =id
Un (1) =XxF~UM
Xn=RC=-UM#zZU48,
I+ (FLAG)1»1,2
1 CunNTIWUE
R+ TURN
2 Un(1)=(UR(1)-0.»)#4,0
FLAw=D,.UL
K TURN
enD

=
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SuBRQUTINE nNORM(ONE)
DIMENSTION UK(Z2),Z2(5,13),GAM1(5),GAMZ(5),AMUL(H),AMU2(5),51G(5),
1ELPH(S,18)
CUMMOM UR,NX,LUOP,Z,GAM1,uAMZ, AMUL, AMU2,S16G,ELPH,FLAG
It (LOBPIL,1,2
1 CaLL UNIFM(2)
GS=-2 . #ALUG(UK(T))
GS=ourT(GS)
H=H,2HS1858UR(2)
ONE=GS#C0S(H)
Tedz=@goeSIN(H)
Lugr=1
KrTurN
2 Onke=Twy
LuldP=y
ReTURN
il

SesrUUTINE LAMHAA(THETA, N, ARG)

DIMenSItH Ur(Z),Z(5,13),GaM1(9),6AM(5),AMUL(D),AMU2(5),351u(3),
1ELPH(5,13)

CUMMUN LR, XW,LUUP,Z,GAM1, GAMZ2,AMUL1, AMU2,51G,ELPH

2z,

B 1 I=1,n

Cuall UNIFM(1)

Gzu+ALOG(UR(L))
1 CuNTINUE

AxG = =LeTHETA

K-TURN

(93]

SusBrQUTINE WEIS(TrRETA, ALPHA,ARG)

DIM=NSTUN Un(2)22(5,18),GAM1(9),GAMZ(5),AMUL(5),ANUZ(D),S16(2),
1eELPA(5,13)

CuMmym UR, XN, LUUP,Z,5AM1, GAM2,AMUL, aMU2,S1G,ELPH

CALL EXFN(THETA,ARG1)

Arig = ARGl # &« (1,/ALFHA)

H-TurRN

envl

SUBSROUTINE EXPw (THETA ARG)

DIMeNSIUN UR(Y),Z2(5,18),GAM1(5),GAMZ(5),AMUL(5),AMU(5),S1G(5),
1eLPr(5,13)

CLMMOn LR, XN,LUUP,Z,6AM1, GAMZ2,AFUL, AMU2,SIG,ELPH

Calb UNIFM(1)

ARG==ALUG(UR(1))=#THETA

ReTUurRN

Eivi)

SUBRUUTINE LNURM(AR)

DIMENSIUN UR([2),Z(5,13)+GAM1(5),GAMZ2(5),AMUL(5),AMU2(5),516(5),
1ELPH(5,13)

CUMMUN UR, prLOOP; Z, LﬁAMl » GAMZ!AMU].! amMU2, SIG'ELPH

CalLlL NORM(ONE)

ARG = EXP(ONE)

Re TURN

EnD
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SUBROUTINE HETA(THETA,N, ARG)

UIMENSTUN UH(Z),1(5-15),GAM1(5),GAMZ(5),AMU1(D).AMUZ(5),SIG(D)’
1ELPH(»,13)

CUOMMUN uﬂ,xw,LuuP.Z,uAMl,uAMZ,AMU1.AMUZ.SIG,ELPH

CaLL GAMMACTHETA,N,ARGL)

CaLL GAMMA (THETA,iN, ARGZ)

ARG = ARKGLl/(ARG1+ARGZ2)

RE TurN

(<))

sugrRUUTINE CHISU

DIMENSTUN UK(():Z(b.lé)nGAMl(b)»GgM((D):AMUl(5)rAMU£(5)nSIG(5),
1ELPH(5,13)

CuUMMON UR,xm,LouP,z,uAml,uAmz,AMul.AMUZ.SIG.FLPH

ArG=0. :

Pu 1L 1=1,N

CaLl NORM{ARGL)

ARG = ARG + ARGL1 # AxG1L
1 CuONTINUE

R TURN

e

suBrROUTINE £DuE(J)
DIMENSTUN UN(Z),2(5,15).GAMl(b).GAMZ(b),AMUl(D),AMUd(b),SIG(D),

1ELPH(5,13)

CuMMOnN uQ,Nx,Louv,Z,GAMl,uAMa.Awui.AMue.SIG.ELPH,FLAG
Y1 = ,14112n21

Y, = 08864027

Yo = 12743549

Y4 = ,0U039v44¢

Y- = ,003¢8v75

DL 1=1,13 )

Lrn o= (Z(Jd,1)=Amul(J))/>IGMN
Ly = IR ® Lrm

(s = Inow Lc

[F = ARS(LR)/1.41427

Lr2 = Ir & (P
(r3 = 2r v LP?
D-NJUM (1.+Y1”Zp+YA"LPd*YJ”lP5*Y4*LPZ“LPZ*Y5*Z“2*ZP$)“*d
TFrM1 0.5 # (1,-1.,7/LeN0M)
Terx2 = 0,39RG# EXP(-42¢0.5)¢((-GAML(J)/é.)*(ZZ-l.)
l+(GAM2(J)-6.)/24.*(5.*2«-[3)+GAM1(J)ﬁuAml(J)
cu (1o nls=t22208=15,%4r)/72,.)
IF(ZR)1,1,2
1 ELPR(J,]1) = 0.o-TerM1+TERMZ
Gt To 8
2 ELPA(J,])= U.5+TERMLI+TERMZ
S CUNTInUE
rk TURN
Ew0

subBrQUTINE LAbUH(J.AN,SY2,5Y3»5Y4)
DIMENSION u~<2).2(5,15),GAM1(b),GAM<<5).AMul(s).AM02(5).SIG(:),
1ELPH(%,13)
CUMMON UR.NXJLUOPIZoGAMl:GAMZ-AMUl;AMUZ:SIG:ELPH'FLAG
ALP = AMUL(JU)/Z7AMUZ(J)
ALM = AMUL(J) # ALP
LAMUA = ALM
AMDO = LAMUDA
TeST = 2,#(ALM=~AMD)
l‘- (TEbT"l. )1"(’2
1 IF (aMD)d, 2,38
¢ AMD=AMD+1.
LAMUA=LAMDA+1
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3 LaM=LaMpa-1
AL2=ALP#ALP
DENL=(AMD+1, )+ (AMD+2,)
i DenZ2=DENL# (AMI+3,)
DEN3=DEN2®=AMD
- vesSYe / AN + AMUL(J)®=AMUL(J)
‘ B1=(AMUL(J)=ALP-AMD) /AMD
' B/S(V2#ALZ=2,# (AMU+1 . )#AMUL(J) o ALP+AMD® (AMD+1,))/ (2. 2AMD#(AMD*+1,
1))
[ Haz((SYS/aNI#ALPapaLz-8 2 (ANU+2 )8V28AL2+3 o#UENT#AMUL(J)
lestr=AmMbeliENT)/ (6, #AML2DENT)
Baz((SYa/AN)ubLPapl2-4, 0 (AML+S, )8 (SYI/7AN)=ALP
? 1L 2+6 2 (AMU+2, )8 (AMP+S, ) #VZEAL2-4 , #DENZ®AMUL ()
| ceale+liEn3)/ (24, #DENS)
| gu kv 121,13
Xxz=Z([)#ALP
‘ IF(LAM)4,4,b5
4 TEprRMi=-1,
: Cie=1,
Gu 10 7
5> Cue=zAMD-1,
! TerMiz=Xeaal AM
JUu 6 K=1,LAn
ToRM = TERMI=-CUE#(X*=(LAM=K))
IF(n=-LAMYO, 7,7
Cue=CUE® (AMD=(FLOAT(K)+1,))
o CONTIMUE
7 TeRHA2=-1+828 (=X+46MD+1,.)+b32(-xeX+2, o (AMD+2,)
1e#r=DEN1) +pds (=X#s23 +3,#(AMD+3,)eXeX-3 4
clamu+d  Ye(Amb+2 ) X+DENZ)
ELPH(J, 1)zl +eXP (=X) & (TERMLI+(xesLAMDA)*TERMZ2) /COE
8 CunTInUe
Rr TURMN
EeD
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Galoa ToLosn) s Inutezm) el u2u)

e bUN Yop, 1 0),hNE20) ;lw(du.ld),lhn(an,lu),HU(cU,lu),atN(ZU
, ANDN (20 ) e llu),HECLU) EPY (ca) , 5P Y (20) yxL(2u) » XH(20)
MreNS e X(/L),HrU(Zb./H).VU(cu,?U)

Sews e Tabt vz, Tsuue2u)

sl A

A TNk LR AT LUN
P2 . . . Numeen UF o otiubirL
Fio. o . . MUDEL waTED (ALPRANUSERED)
I e . . uMmper UF PARAelFRD 1IN gaCH MUDEL
1% .. . Parambler o wurtihal vaLir
THe L. . Pardime ek eV IATTUN ValLUE

. . . PatareTer st CaLPrauneEr )
ot L. . FPakrampTe® LurkeL AT Juny

w i LMoyt (o) dzaslime)

s

A GTL A S B I SR W Ay

Pt o =1.Lir s

EENAND!
q‘vl,.(TM(I,J),f5u(1,d).nu(l,d),l=l.ﬂ)
S Y

(1 vsasblrs

Lzordd

P ~d,((n*J(j,M),%:l,w”),i:l,ar)
Ll 1=1,05M

UDEREN IS

Fale D 7o, -1 000

SLUEL

L=t

Toe=1.

Te=1.

AzY |«
[et~emt vl uaTa Lot
Jle 121,00
C1)=rn (i) =8, TSpCl,Jd)
P1a o nEl.”
Cryarn () +Tr 0L, d)
R IV TR
Ludaiv(lY)
L GUPFL (U, Y LR
[,K)=y1r
R

GRS EIND!

voly=o,u
yl)y=ual
Clabtl,JdX)2cu0,2ci 92t

TR ERIL

val.CubLalr Utn VAT LIVED

AR =((1(1,4)-Y(1,A))ﬂa./o.-(Y(l:b)—Y(l,1))/1d.)/TSU(1:J)
Syl =(Y(I.4)-(.ﬁY(1.6)+V(1,H)-(Y(1.D)—4.¢Y(I,4)vn.*Y(1.0)-4.¢

1.g)w(l,l))/12.)/(Tauu,J)ﬁ-!au(I,J))
FER Rl

LALGULA T Sehs1TIvITY
(1) = rPYC(]) “TbH(I.J)*d./Y(l:J)
Nl = SkY (D) #1oD(l, ) #iouCl ) e /7Y (10 8)
[T DH.HD(I.J),Y(1,1),V(1.d),Y(1'~).Y\I.j),FHY(1) ,SPY (L) , SEN
) , Abadi i)
LuskinbU+AanS(orENC]L))

1))

st ALL=A=S(5ENS

TsLL(l)=1,=5ENC])
Tadull)=1.+5ENCT)

[

Lil) =1, =SenCl)+anun(l)

Toucf)=l.+SewCi)+AabUNtD)

T

Tu
[

[

(1)=Y L3 /7Y KT, 8)
(Y=Y L,y (L, 8)
fuzst~nTU+ABD (SEn(I))Y+ANUNCT)
TezFouTL=-ARD (SENUT ) +ANUNCD)

114 CuaniInUe
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LalCuLaTr s>Tanipard DeEVIATLIUN
ity 130 1=1,N0
TR LR
ViUl RYIRHOCT . A) o TSu (. J)=Tobin,J)
Vi(n, [)=vLe Ol KD
tow ol inde
STy = i,
1S LI =1 N
e jaiR=El, M

Sy = STuY+vVi (1, R)=FRY(T)#rPY(n)
~1Goal IndE
Sy = sdkRT (STHY)

EnLoskENLURY (1, 9)
rabL=rnel®=Y(1,9)
Fvie=tnibleY(1,9)
o TusFalUsY (1, 8)
FrfaT 71,Y01,0)
FajwT 75,5Tuy
WdnST (AS= LIwlTs
e 117 I=1,.am
s e PYUL))116,217,115
Cam Rt p)ERn ()42, 2TSNCT,0)
YUy (1Y-2, TSI, )
Y vy o117
Jae R=(])=rn(])-2 % 15u(],4)
XL (T )Y=="n(i)+2,#=TSL(]l,J)
Gu T0 117
257 Xm{1)=xn (1)
N E L. ORI
11/ Cowllmde
YRGB EFINGD!
Ye (L)=AH(L)
UL 21 lu=l,nM
el XKelad=xL (1)
Lot rmuber(y,wllL)
s LTwWiL
he 22 Tud=1,0M
e ALTo)=Exr(1d)
Chil nmulBEL(U,riCH)
bl HZWLH
Mmalic UUTHUT

vy Fe T T2 CHEC) s 0) s XL 1) o X (B, TM (T, 0)» TaD(,J) s 121, 0M)
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